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Preface
 

The Internet of Things (IoT) is defined as an idea of inter-connected devices 
around us that are capable of sharing information and resources among each 
other to work for the achievement of a specific goal. It involves devices and 
technologies with heterogeneous capabilities and properties for the improve­
ment of the efficiency of the resulting applications and to raise economic and 
social benefits for people. With the growing edge of the concept of the IoT, 
it becomes necessary to understand and counter the challenges, including 
security issues, associated with the field. The overall purpose of producing this 
book is to develop an understanding of the core concepts of the IoT among the 
readers including architects, developers, researchers, and industrialists in 
the field so that they can contribute toward its overall development, while at 
the same time, considering the novel and challenging aspects associated with 
its adoption. The subject matter of the book explores, and aims at drawing the 
attention of the reader toward, the existing literature, ongoing research, and 
possible future research directions in the field. 

Specifically, the chapters contained in this book are summarized as 
follows: 

Chapter 1 introduces the concept of the IoT with some related definitions 
and comprises the events associated with the evolution of the IoT, related sta­
tistics, and industrial forecasts provided by well known organizations across 
the world. 

Chapter 2 discusses the architectural model of the IoT in detail, encom­
passing different layers with a description of the various entities involved, their 
functionalities, along with security aspects. Moreover, it discusses potential 
and innovative business models for the IoT including the underlying compo­
nents, challenges, and technological perspectives. 

Chapter 3 discusses various protocols for IoT networks, along with dif­
ferent communication standards, regulation, tools, and datasets for IoT 
development. 

xv 



xvi Preface 

Chapter  4 discusses the challenges associated with the architecture, 
different entities, underlying technologies, characteristics, and developmental 
practices in the IoT ecosystem. 

Chapter 5 addresses the problem of data explosion in the IoT. 
Chapter 6 presents autonomous driving vehicles as an application area of 

the IoT and highlights the computing paradigms and security issues associated 
with them. 



Acknowledgments
 

Many people have contributed greatly to this book on the Internet of Things 
Security: Principles, Applications, Attacks, and Countermeasures. The authors 
would like to acknowledge all of them for their valuable help and generous 
ideas in improving the quality of this book. With our feelings of gratitude, 
we would like to introduce them in turn. The first mention is the staff of both 
CRC  Press and Taylor  & Francis Group for their constant encouragement, 
continuous assistance, and untiring support. Without their technical support, 
this book would not be completed. The next mention is the authors’ families 
for being the source of continuous love, unconditional support, and prayers 
not only for this work, but throughout our lives. Last, but far from least, we 
express our heartfelt thanks to the Almighty for bestowing over us the courage 
to face the complexities of life and complete this work. 

B. B. Gupta 
Megha Quamara 

xvii 



http://taylorandfrancis.com


Authors
 

B. B. Gupta received a PhD degree from the Indian Institute of Technology, 
Roorkee, India, in the area of information and cyber security. He has pub­
lished more than 200 research papers in international journals and conferences 
of high repute including IEEE, Elsevier, ACM, Springer, Wiley, Taylor  & 
Francis Group, Inderscience, etc. He  has visited several countries, i.e., 
Canada, Japan, the United States, the United Kingdom, Malaysia, Australia, 
Thailand, China, Hong Kong, Italy, Spain, etc. to present his research work. 
His biography was selected and published in the 30th Edition of Marquis 
Who’s Who in the World, 2012. Dr. Gupta also received the Young Faculty 
Research Fellowship award from the Ministry of Electronics and Information 
Technology, Government of India in 2018. He  is also working as a princi­
pal investigator of various research and development projects. He is serving 
as an associate editor of IEEE Access, IEEE TII, and the executive editor 
of IJITCA, Inderscience, respectively. At present, Dr. Gupta is working as 
an assistant professor in the Department of Computer Engineering, National 
Institute of Technology, Kurukshetra, India. His research interests include 
information security, cyber security, mobile security, cloud computing, web 
security, intrusion detection, and phishing. 

Megha Quamara received her master of technology (M.Tech) degree 
in cyber  security from the National Institute of Technology (NIT), 
Kurukshetra, India, in 2018. She was awarded the Gold Medal for being 
the best graduating student throughout the course. She received her bach­
elor of technology (B.Tech) degree in computer science and engineering 
from the University Institute of Engineering and Technology (UIET), 
Kurukshetra University, India, in the year 2015, with a First Division with 
Honour. Her research interests include security in the Internet of Things 
(IoT) and cloud computing, authentication in smart card technology, secu­
rity in autonomous vehicles, and data privacy. She has published and pre­
sented 11 research papers (including one  book chapter) in international 
platforms of high repute, including Wiley, Elsevier, IEEE, and Springer. 
She is a co-author of the book Smart Card Security: Applications, Attacks, 

xix 



xx Authors 

and Countermeasures published by CRC  Press. She  is also serving as a 
reviewer of various journals and conferences. Soon, she will start pursu­
ing a doctoral program at CEA, Paris, in collaboration with the University 
of Toulouse, France, where her main area of work will be the safety and 
security of cyber-physical systems. 



Internet of 
Things – 1 
Evolution, 
Statistics, and 
Forecasts 

1.1 INTRODUCTION
 

The Internet of Things is the idea of seamless integration of physical devices 
with the Internet that are equipped with sensors, processors, and communi­
cation components facilitating sensing, computing, and communication capa­
bilities for perceiving, processing, and exchanging information through the 
Internet with limited or no human intervention. These devices may include 
security systems, vehicles, home appliances, electronic gadgets, people, ani­
mals, and so forth. User interface is provided for their installation and for pro­
viding commands to these devices to control their functionality [1–4]. These 
devices share data with one another, or they are sent to the local processing 
units or remote cloud servers for processing. 

From its very beginning, the idea of the IoT is transforming various 
aspects of our everyday lives and has proven to be a revolutionary technologi­
cal and networking paradigm. Various industries are adopting the concept of 
the IoT in order to function in a smooth and more efficient manner, with a 
better understanding of how to deliver enhanced services to the customers and 
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2 Internet of Things Security 

for improving the decision-making process to increase the overall revenue. 
It encourages business organizations to integrate and adapt new business mod­
els, and to monitor the overall business processes for the improvement of busi­
ness strategies. Network and communication protocols used in IoT networks 
are highly dependent on the nature of underlying applications. These real-
world applications range from consumer-oriented applications, such as smart 
homes, wearables, and healthcare, to enterprise applications, such as smart 
cities, agriculture, smart industries, and traffic management. It  is not  incor­
rect to say that the current hype of the IoT is immense, and newer IoT-enabled 
products are coming to the market every day [5–8]. 

Despite various benefits of the idea of inter-connecting things, the IoT 
accompanies various challenges as well. Ever-growing Internet-connected 
devices and data points expand the attack surface that makes security and pri­
vacy aspects that are often ignored crucial. Beyond this, setting up infrastruc­
ture capabilities involving large numbers of devices that are of a heterogeneous 
nature is another challenging aspect. Many of the IoT-enabled initiatives have 
failed due to lack of effective integration and collaboration among various 
components, while at the same time creating a new culture of the technology. 
Even with the availability of resources, poor analysis and decision-making 
prevent industries from obtaining substantial benefits from the IoT. It is thus 
worth digging into knowing what the IoT exactly is and how its different com­
ponents are inter-related. 

The next section presents some of the definitions presented by well-known 
organizations from around the globe to understand the concept of the IoT. 
In later sections, evolutionary aspects of the IoT along with industrial statistics 
and forecasts are discussed. 

1.2 DEFINITION OF IoT
 

National Institute of Standards and Technology defines the IoT as a system 
involving sensing, actuation, communication, and computation compo­
nents [9,10]. IoT devices are different from the conventional digital devices in 
the sense that these can interact with the physical world, cannot be accessed, 
monitored, and managed through conventional means, and are characterized 
by enhanced security and privacy capabilities in terms of availability, effec­
tiveness, and efficiency. According to Gartner, the IoT is the network con­
sisting of physical objects having embedded technology for communication 
and sensing and for interaction with internal states and the external environ­
ment  [11]. It will have a great economic impact through the transformation 
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of traditional enterprises into digital and smart businesses. It will also facili­
tate new business models that would improve the efficiency and employee-
customer engagement. 

Recommendation ITU-T Y.2060 defines the IoT as a global infrastructure 
for the information society, which enables advanced and high-end services 
through inter-connection of physical and virtual things based on existing and 
progressing information and communication technologies that support inter-
operability [12]. Physical things are a part of the physical world, and these can 
be sensed, actuated, and connected. These can interact with each other via 
gateway, without gateway, or directly. On the other hand, virtual things (e.g., 
application software, multi-media content) are a part of the information world, 
and these can be stored, processed, and accessed remotely. Fundamental char­
acteristics of the IoT include inter-connectivity, heterogeneity, dynamic state 
changes, and scalability. 

Cisco defines the IoT as a network of sensors that are attached to the 
objects and communication devices and provide data that can be analyzed and 
utilized for initiating automated actions [13]. Decision-making is dependent on 
when the objects can sense and when they can communicate. The IoT has been 
designated as a crucial component for business growth in terms of deploy­
ing IoT-enabled components or business strategies. It will speed up time-to­
market, optimize asset utilization, improve supply-chain efficiency, optimize 
asset utilization, improve product development, and implement predictive 
maintenance. 

1.3 EVOLUTION
 

Since its invention, the IoT has paved an eventful journey and has now become 
a powerful driver for the growth of businesses. Although the IoT is rapidly 
progressing, there is a need to look at the development of key fundamentals 
associated with the evolutionary process of the IoT and to understand in a bet­
ter way how it entered into the current technological mainstream. 

The  concept of Internet connectivity began proliferating in the early 
1990s when consumer markets and enterprises were in the growing stage. 
Kevin Ashton, who was the co-founder of Auto-ID Center at MIT, coined 
the term “Internet of Things” in the year 1999. The core idea was to identify 
and track the products more accurately using Radio Frequency Identification. 
Since then, numerous technologies have come into existence to support the 
growth of the IoT. Table 1.1 summarizes the milestones achieved during this 
evolutionary process. 
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TABLE 1.1 Events associated with the evolution of IoT 

YEAR EVENTS 

1999 Kevin Ashton, executive director and co-founder of Auto-ID 
Center, coined the term Internet of Things (IoT); First 
Machine-to-Machine (M2M) protocol Message Queuing 
Telemetry Transport (MQTT) was developed. 

2000 LG, a South Korean multi-national electronics company, announced 
its first Internet-connected refrigerator plan named Internet Digital 
DIOS, which used Local Area Network (LAN) port for Internet 
connectivity; idea of cloud computing came into existence. 

2001 United States-based National Science Foundation established an 
Industry-University Cooperative Research Centre (IUCRC) for 
using IoT-based predictive analytics technology. 

2002 Collaborative development of Near Field Communication 
Technology (NFCT) was announced by Philips and Sony. 

2003–2004 Mainstream publications including the Guardian, the Boston 
Globe, and Scientific American mentioned the term the IoT. 

2005 International Telecommunications Union (ITU) published its first 
report on the IoT. 

2006 A Bluetooth smart technology wire was introduced by Nokia. 
2007 European Research Cluster on IoT (IERC), a European Union based 

organization, was founded. 
2008 First European IoT conference was organized; Internet-connected 

devices exceeded the number of people worldwide. 
2009 Google started self-driving cars tests. 
2010 ioBridge, an IoT company, developed the first online tide 

monitoring system. 
2011 IoT Global Standards Initiative (GSI) was created; the term Industry 

4.0 was revived. 
2012 IPv6 was launched worldwide. 
2013 Internet.org, a partnership between Nokia, Samsung, Ericsson, 

MediaTek, Opera Software, Qualcomm, and social networking 
service provider Facebook, was launched. 

2014 IoT Incubation Council was launched. 
2015 Internet of Things Security Foundation (IoTSF) was launched. 
2016 DDoS attacks powered by IoT devices were conducted using Mirai 

malware. 
2017 IoT Terms Database was created by IoT One, which is a reliable source 

containing information about the Industrial Internet of Things (IIoT). 
2018 California became the first state to pass IoT cybersecurity law. 
2019 Year for the 4th annual IoT Global Innovation Forum. 

http://www.Internet.org
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1.4 RELATED STATISTICS

At  present, there are 26.66  billion connected IoT devices in the market for 
the year 2019, and every second 127 new devices are being connected to the 
Internet  [14]. 40.2% of these devices are in use for business and manufactur-
ing. Key areas include delivering real-time analytics of supply chains, providing 
diagnostic information about the equipment, and controlling the robotic machin-
ery. Thirty and three tenths percent of IoT devices are a part of the healthcare 
industry for health monitoring and storing personal records safely. Eight and 
three tenths percent are a part of retail services including inventory tracking, 
providing online services to the clients, and consumer analytics. Seven and seven 
tenths percent are used in the security domain including remote sensing, bio-
metric locks, and facial recognition. Four and one tenths percent are a part of 
the transportation industry including Global Positioning System (GPS) locators 
and performance tracking. Statistics also show that around 75% of the business-
related IoT projects are facing failure due to limited internal expertise, time to 
completion, exceeding budget, and quality of data as some of the key reasons. 
Considering the global machine-to-machine (M2M) connections that are most 
commonly used in the commercial sector, 27% are in China, 29% are in Europe, 
40% are in Asia, and 19% are in the United States.

Apart from delivering substantial benefits to the users, the IoT is facing 
unprecedented security challenges as well. The  average financial damages 
caused by cyber attacks to businesses across the globe as of the year 2018 are 
shown in Figure 1.1 [15]. A survey showed that as of 2018, 38% of the organi-
zations across the globe have adopted a set of security standards and constant 
monitoring techniques [16].

8
11

19
15

17

30

0

5

10

15

20

25

30

35

$5m+ $2.5m–$4.9m $1m–$2.9m $500k–$999k $100k–$499k Less than $100k

Sh
ar

e 
of

 A
tt

ac
ks

 (
in

 %
)

Amount (in US dollars)

FIGURE 1.1 Global financial damages to businesses due to cyber attacks (as of 
April 2018).
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1.5 INDUSTRIAL FORECASTS
 

In  this section, we discuss some of the industrial forecasts for the IoT. 
Beginning with general anticipations, we will switch our attention to security-
related predictions. 

1.5.1 General Forecasts 

According to Gartner’s forecasts, usage of 14.2 billion connected things will 
be seen in the year 2019, and this will reach to 25 billion by the year 2021 [17]. 
Worldwide technology-wise spending on the IoT is estimated to reach 
$1.2 trillion by the year 2022, with a Compound Annual Growth Rate (CAGR) 
growth of 13.6% from 2017 to 2022 [18]. The sensor market is expected to progress 
through the year 2023, with newer applications, algorithms, and reduced prices. 
DBS Asian forecasts predict that the IoT installed base will experience a growth 
from 6.3 million units to 1.25 billion from the year 2016 to 2030 [19]. 

IoT Analytics predicts that the global market for the IoT will reach 
$1.56 trillion by the year 2025, and the market for industry 4.0 services and 
products will reach $310 billion by the year 2023 [20,21]. Statista predicted 
that by the year 2020, transportation and logistics, discrete manufacturing and 
utilities industries are expected to spend $40 billion on IoT systems, platforms, 
and services [22]. In addition, usage of 12.86 billion IoT devices and sensors 
in the consumer segment is expected by the year 2020, with a CAGR growth 
of 24.57% from the year 2017 [23]. The number of IoT devices are expected to 
reach 75.44 billion by the year 2025 [24]. Ericsson’s forecast expects the num­
ber of cellular IoT connections to reach 3.5 billion by the year 2023 accompa­
nied with a CAGR growth of 30% [25]. 

According the Gartner, the top ten strategic IoT technologies and trends 
would include artificial intelligence, social, legal, and ethical IoT, infonomics 
and data broking, intelligent mesh, IoT governance, sensor innovation, trusted 
hardware and operating systems, user experiences, silicon chip innovation, 
and wireless networking technologies [26]. 

1.5.2 Security-Related Forecasts 

Security has become an inherent part of the IoT vision and architecture, and 
it is expected that security breaches will promote industries to come up with 
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more and enhanced security solutions. Although the exact influence of these 
predictions is accompanied with several questions, it will certainly help in 
shaping the industrial evolutionary process in the domain [27].

Gartner predicted that newer threats would come into the picture by the 
year 2021 with hackers finding novel ways for attacking IoT systems and 
protocols raising a requirement of hardware and software amendments [28]. 
It  is also predicted that the investment in IoT endpoint security solutions 
would rise from $240 in the year 2016 to $631  million in the year 2021, 
accompanied with a CAGR growth of 21.38% [29]. Gateway security spend-
ing will reach from $102 in 2016 to $415 in 2021. Similarly, professional 
service securities will see an investment growth from $570 in 2016 to $2071 
in 2021. Figure  1.2 shows the IoT security-spending forecast. Worldwide 
IoT security spending will reach $3.1 billion in the year 2021, with a CAGR 
growth of 27.87% from the year 2016 [30]. Size of the IoT security market 
from the year 2016 to 2025 across the globe is expected to reach $30.9 bil-
lion from $7.28 billion [31].

The  smart home security segment is expected to achieve a revenue of 
$28.19 billion by the year 2023 across the globe [32]. Many hardware manu-
facturers including Dell, Cisco, and HPE, are developing specialized infra-
structure for end-point security for preventing loss of data, ensuring threat 
protection and access control, enforcing right privileges, and so forth.
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1.6 CHAPTER SUMMARY
 

Ubiquitous sensing, computing, and communication facilities provided by IoT 
are seeking attention of industries at various levels and in different sectors 
due to their significant impact on various aspects of our everyday lives. To 
understand its current state of being, it becomes necessary to outline the events 
associated with the journey of the IoT so far. This chapter began with a brief 
introduction to the IoT paradigm through various definitions and progressed 
toward highlighting the historical events associated with the development of 
this ground-breaking idea. Further sections presented the industrial statistics 
and forecasts related to the domain. In the next chapter, we will discuss the 
existing architectural concepts and business models associated with the IoT 
that would enlighten its workflow concepts. 
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IoT 
Architecture 2 
and Business 
Models 

2.1 INTRODUCTION
 

The Internet of Things (IoT) promises a plethora of opportunities to organi­
zations that are seeking the integration of IoT products with their business 
processes. However, in reality, this idea is difficult to execute considering the 
number and diversity of devices along with the underlying conditions that 
are to be fulfilled in order to make this integration work. In simple terms, it 
demands the establishment of a reliable IoT architecture. Moreover, appropri­
ate business models are required to be developed for providing a viable support 
to how IoT industries should operate [1–4]. 

Various organizations and research communities have proposed differ­
ent architectural frameworks depending on different contexts. These include 
feature-oriented architectures (service-oriented  [5], security-oriented  [6], 
energy-efficient  [7], quality of service  [8]), component-oriented architec­
tures (gateway-centric  [9], user-centric  [10], data-centric  [11]), application-
driven architectures [12,13], technology-driven architectures (Blockchain [14], 
software-defined networking  [15], network function virtualization  [16], 
machine-to-machine  [17]), topology-specific architectures (centralized  [18], 
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distributed [19], hybrid), and so forth. The underlying building blocks includ­
ing devices, protocols, and applications influence the applicability and effec­
tiveness of these frameworks. In addition, to identify how to deliver products 
and services to the consumers, and to anticipate the expenses in order to make 
revenues, business models provide the right solution. However, no canonical 
business model for the IoT exists, which calls for the careful analysis of how 
consumers can derive value from the positioning of the services and the prod­
ucts in the IoT value-chain [20,21]. 

The next section presents an architectural framework for the IoT consist­
ing of different layers and discusses the elements associated with these lay­
ers including the devices, functionalities, and various technologies involved. 
The layers are distinguished in order to track the overall consistency of IoT 
systems. 

2.2 IoT ARCHITECTURE
 

IoT architecture can be described in terms of three layers – perception layer, 
transmission layer, and application layer. This architecture is flexible to incor­
porate more layers and is described as follows – 

1. Perception or Sensor Layer: Having the responsibility of collecting 
information about the digitally connected things through its sensing 
capabilities, perception, or sensor layer acts as a bottom line of IoT 
infrastructure. This  layer is analogous to the sensing capabilities 
of human beings. Digital environmental monitoring can be done 
through various heterogeneous sensing technologies including Near 
Field Communication, Radio Frequency Identification, etc., depend­
ing on the requirement of the application. This layer creates a col­
laborative network with the above layers by adopting an autonomous 
working mode. 
In addition to the main task of perceiving the features of the physical 
objects, this layer extends its capability through processing power. 
Two major processing technologies that play an eminent role in the 
perception layer are nanotechnology and embedded intelligence. 
Specifically, Micro-Electromechanical systems provide unprece­
dented features to the perception layer as they merge nanotechnology 
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with nano-electromechanical systems. Micro-Electromechanical 
systems-featured microchips when embedded into physical world 
objects enable these objects to connect to the Internet in order to 
provide information. Embedded intelligence technology provides 
processing capability to the perception layer that is required by vari­
ous applications. 

2. Network or Transmission Layer: The data collected or processed 
by the perception layer are handled by the network layer. It acts as 
a medium of transmission for data between the perception layer 
and application layer with the help of wired or wireless technolo­
gies, hence, also referred to as the transmission layer. Another 
major responsibility of the network layer is to provide connectivity 
between networking devices and digital objects by creating a user-
friendly network. Transmission media used by this layer include 
infrared technology, Bluetooth, Fiber to the x (FTTx), ZigBee, 
3G/4G, Wireless Fidelity (Wi-Fi), and so forth. Since this layer pro­
cesses or carries a huge amount of data, it also provides a middle-
ware that is used to process and store this data. Cloud computing is 
one of the most preferable technologies that is used by the middle-
ware, as it offers a dynamic and reliable interface for processing and 
storing the data. 

3. Application Layer: If the perception layer is considered as the 
backbone of the IoT layered architecture, the application layer acts 
as the front end of this architecture. This layer uses the data pro­
cessed by the perception and network layers. The major responsi­
bility of this layer is to define applications that are either used or 
deployed by the IoT paradigm. These applications include smart 
forests, smart cities, smart homes, smart transportation, smart 
education, smart healthcare, and so forth. In  some cases, this 
layer also provides actuator devices to the end users in order to 
exploit the full potential of IoT devices. To fulfill the vision of 
the IoT, every application is unique to facilitate the services as 
these are heterogeneous, and are based on the collected informa­
tion and user’s requirement. In addition to the offerings of these 
three layers, there are some additional aspects that work across 
the entire IoT architecture. These include scalability and secu­
rity considerations, trust management, and network management 
and control  [22–25]. Figure  2.1 shows the above-discussed IoT 
architecture [26]. 
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FIGURE 2.1 IoT architecture. 

2.3 BUSINESS MODELS FOR IoT
 

In this section, we discuss business models with respect to the IoT in detail 
including the basic concepts, components, development challenges, and types 
along with the technological perspectives associated with them. 

2.3.1 What Are Business Models? 

Business models provide an overview of how companies and organizations 
should conduct their businesses. These involve – 

1. Describing the values that companies offer to their customers that 
may belong to the same or different segments. 

2. Defining the architecture of the firm along with its network consist­
ing of partners for creating, marketing, delivering, and capturing 
these values, along with the relationship capital for generating rev­
enues that may sustain for longer. 

In other words, business models are the plan followed by companies for gen­
erating revenue from operations, and the success of companies highly depends 
on business models [27]. 
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2.3.2 Components of Business Models 

Business models comprise of different components that are shown in Figure 2.2 
and discussed as follows [28] – 

1. Customer segments: These include the type of customers that are 
targeted for selling the products. These may include a mass or niche 
market, diversified segments, and multi-sided platforms. 

2. Customer relationships: These include the ways for establishing 
relationships with the target customers including personal or dedi­
cated assistance, self-service, automated service, communities, and 
co-creation. 

3. Channels: These include the ways of selling the products to the 
target customers including sales force, web sales, own or partner 
stores, and wholesaler. 

4. Revenue streams: These include the ways of generating revenues that 
include asset sales, usage fees, subscription fees, start-up fees, installa­
tion fees, brokerage fees, renting or leasing, licensing, and advertising. 

5. Key activities and resources for producing and selling the prod­
uct: Key activities include customer and product development, 

FIGURE 2.2 Components of business models. 
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implementation, service, marketing, sales platform and software 
development, partner management, and logistics. Key resources 
include physical or financial resources, software, intellectual prop­
erty, employee capabilities, and relations. 

6. Value propositions: These determine the value brought by the prod­
ucts that include newness, customization, design, performance, 
price, cost and risk reduction, convenience and comfort, usability, 
facility of amendments, and brand. 

7. Important partnerships: These include hardware or software devel­
opers, distributors, suppliers, logistics, service partners, launching 
customers, and data interpreters. 

8. Cost structure: It  includes the ways through which cost is incurred 
including development cost, production cost, logistics cost, Informa­
tion Technology (IT) cost, marketing or sales cost, and personnel cost. 

2.3.3 Challenges in Developing Business Model 
Frameworks for the IoT 

The challenges associated with the development of business models for the IoT 
ecosystem are discussed as follows [27,29] – 

1. Traditional business models: Traditional or conventional business 
models are not as adequate for the IoT ecosystem as they are firm-
centric. In addition, the diversity of entities demands the collabora­
tion among industries. Hence, newer business models are desirable 
in order to facilitate the commercial exploitation of new IoT applica­
tions and to create value by ensuring financial returns. These mod­
els should be clear and widely accepted. 

2. Challenges associated with value propositions: Value proposi­
tions are considered as one of the most significant building blocks 
for  IoT  business models apart from customer relationships and 
important partnerships. Cost reduction, being an important value 
proposition, is a part of business models in various companies. 
However, it is still not  enough and requires businesses to extend 
from models associated with cost reductions in order to explore 
models associated with generating revenues. Other challenges 
related to value proposition include visualization, customer interac­
tion, creating a dynamic offering portfolio, and articulated offering. 

3. Challenges associated with key partnerships: It is now not possible 
to build independent solutions based on traditional business models, 
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and companies have to outsource the key activities associated with 
the product development with their partners. These partnerships are 
crucial in the sense that they create long-term relations, facilitate 
information sharing, and support joint cost reduction. However, it 
leads to increasing complexity in the development process, as a syn­
chronization is required to be established between regulations and 
policies of partner companies. 

4. Lack of related research and empirical validation: Research done 
in the field of IoT business models is relatively limited and many 
aspects are still unexplored. Moreover, the results already present a 
lack of empirical validation. 

5. Dynamic adoption: Rapidly changing market ecosystems with 
respect to technology call for companies to adopt the changes and to 
address the challenges with the same pace that leads to the creation 
of win-win information exchange among stakeholders. 

6. Immature innovations: Immature innovations that cannot be 
mapped to products or services also serve as a key challenge in the 
development of business models. 

7. Unstructured ecosystems: These include ill-defined underlying 
structures, stakeholder roles, value-creating logics, and governance. 

8. Use of standards: Inter-connecting various types of IoT devices with­
out using emerging standards that are commonly accepted is also one 
of the key challenges in the development of business models. 

9. Application data handling: Data generated by IoT devices are also 
accessed by the parties that provide market solutions. However, apart 
from bringing opportunities, it creates risks as well. The issues that 
are usually encountered are associated with the ownership of data, 
data usage, data replication, and so forth. Reliable implementation, 
transparency, and clarity in the conceptual aspects become challeng­
ing when multiple parties are involved with the same application. 

10. Mismatch in hardware and software culture: A disruptive innova­
tion strategy that is followed by many IoT solutions makes them dif­
ficult to be compared, and more often, they target a new market. 
Deciding whether software or hardware will be more dominative is a 
difficult task. Lack of quantitative and empirical research makes this 
problem even worse as fragmentary knowledge cannot provide the 
relevant answer. Hardware businesses are prone to high costs being 
incurred in case of a minor error in the product that has already been 
sold, which calls for damage control for their image. On the other 
hand, software businesses follow an agile development process in 
which even after the delivery to the customers, patches can be made 
and updates can be ensured at almost no additional cost. 
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11. Optimal balance between product and service business: Services 
and products are fundamentally different from each other. Achieving 
an optimal balance between their strategic and operational charac­
teristics for determining development, sale, provisioning, catego­
ries, payment and pricing, revenue threshold, etc., is challenging. 

2.3.4 IoT Business Models 

Different IoT business models have been proposed in the literature that can 
be applied independently or in a group to increase the benefits. These are dis­
cussed as follows – 

1. Asset-sharing model: Asset sharing is appropriate for situations 
where customers are using expensive products, but are not able to 
utilize the same to their maximum capacity. Automobile companies 
are making use of such business models to maximize their utiliza­
tion across different customer bases such that each customer pays a 
reduced price per product, thereby achieving quick market penetra­
tion. Smart energy distribution systems can also make use of such 
models in which batteries can be deployed within the buildings for 
supplying power and the extra energy left unconsumed can be sold 
back to the smart grids. It would allow customers to pay less even if 
they are not using the extra capacity. 

2. Monetization of data: The data collected by IoT devices are useful 
for deriving insights. Social networking companies like Facebook 
collect bulk data from the users, and this data provide value to 
the advertising companies for promoting products and services. 
In return, these companies make money. Similarly, other IoT prod­
ucts can provide value to the end users by deploying the IoT devices 
for data collection and by eliminating the cost of purchase for the 
end users. In return, the network is built that promotes attractive data 
proposition from the third parties as well. For instance, IoT devices 
can be used for monitoring driving habits of people, and the data col­
lected by them are useful for insurance companies to identify driving 
patterns of many people at a time. An extension can be developed in 
which needs of the users can be resolved first, and then their data can 
be monitored for generating revenue. In order to avoid any conflict of 
interests, they should be informed about how their data will be used 
and by whom, while at the same time maintaining the privacy. 

3. Outcome-based model: This model follows the approach of paying for 
the product benefits instead of the product itself. In this scenario, the 
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customers may prefer to use the services of the products by taking them 
on lease instead of paying the full amount in purchasing the product. 

4. Service offering: As per this model, IoT products can be used to pro­
vide services to the customers, and hence, can be considered as an 
enabler or differentiator for the company. For instance, sensors can 
be deployed to monitor the machinery in an industry, for predicting 
maintenance, and so forth. Small buildings can be equipped with 
IoT devices for monitoring the rate of energy consumption. 

5. Subscription model: This  is a recurring-revenue model in which 
24 * 7 connectivity of the IoT devices can be leveraged for generat­
ing continuous revenue. Instead of exploiting a one-time sale, rev­
enue can be generated from the continuous value. Software products 
are mainly suitable for adopting this model. Paid upgrade can also 
be provided in the case where the underlying strategy supports it. 
It also promotes in establishing active relations with the customers, 
as features that are more valuable can be provided to the customers 
as per their needs. Examples of IoT applications using this model 
include predictive maintenance, monitoring, and so forth. 

6. Razor Blade model: In this model, the idea is to design IoT products 
to promote the sale of other products. The IoT product can be sold 
at a cost (or loss) and minimum investment is made on it. The con­
sumer is expected to never run out of the consumables by reordering 
the same, which generates value for the customer as well as vendor. 
For instance, printing devices use ink cartridges that are to be re­
ordered in order to continue using the printers. Another instance 
is contextual shopping used by Amazon in which it facilitates the 
re-ordering of the same product when needed, thereby reducing the 
barrier between the sellers and the consumers [30]. 

7. Pay-per-usage: This model follows the approach of charging the cus­
tomers whenever they are actively interacting with the IoT products. 

2.3.5 Technological Perspective of Business 
Models 

In this section, we discuss how different technological perspectives influence 
the development of business models in the IoT. 

2.3.5.1 Industrial Context 

It is crucial to reduce media breaks within companies due to many reasons [31]. 
These are generally prone to errors, as humans are not  proficient to replicate 
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simple, boring, and tiring tasks, and typically create errors. In addition, simul­
taneous manual processing of bulk data is not possible with significant speed. 
Moreover, media breaks cause errors and are more costly than the use of auto­
mated machines for completing the same tasks. Industry 4.0 or the fourth 
Industrial Revolution is expected to reduce the transactional costs that are a result 
of breaks in the physical and virtual world. Barcodes, audio control, keyboards, 
and other such methods enable a reduction in media breaks and, thus, reduce the 
transaction costs. The IoT with its advent is bringing substantial ways to reduce 
media breaks. Since physical world objects are equipped with processing, stor­
age, sensing, actuators, and other such resources, the transaction costs reduce to 
zero. In addition, high-resolution data are turning into something economically 
more viable. The cost of data collection decreases significantly with an increase 
in the degree of detail. IoT technologies would facilitate real-time data collection 
with reduced or almost zero costs. Decreasing sensing costs will also increase the 
richness of data. Sensors with low cost can be deployed to collect environmental 
parameters with ease. In addition, the latest connectivity and geo-tracking stan­
dards are capable of allowing data collection independent of the location. 

2.3.5.2 Blockchain 

Currently, paid information exchange involves third parties [32]. For instance, 
a developer has to buy an account for purchasing sensor data from a sensor 
data company. It not only decreases the efficiency, but also increases the cost. 
Cryptocurrencies have become popular in the past few years as the underlying 
Blockchain technology creates a possibility of various peer-to-peer applica­
tions avoiding any intermediary oversight. It has lead to the development of 
various business models for the IoT for facilitating micro-payments. These 
business models aim at decentralized IoT infrastructure, the level of which can 
vary during the development process. 

2.3.5.3 5G 

The  IoT is undergoing a transition from infrastructure-driven aspects to 
business-driven ones. A significant effort is being applied for defining sensors, 
gateways, base stations, radios, and other such elements. In  the near future, 
numerous business opportunities can be anticipated. However, these opportu­
nities are expected to revolve around the line of privacy and trust and will be 
strongly dependent on regulations and standards. With the advent of 5G com­
munications, a significant increase in data rate, reduction in end-to-end latency, 
and improvement in coverage can be seen [33]. Hence, 5G holds the potential 
of fulfilling stringent communication requirements of IoT applications. 
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2.4 CHAPTER SUMMARY
 

In this chapter, we discussed the layered architectural framework for the IoT 
that covered various aspects including entities, functionalities, and technolo­
gies present at each layer. Moreover, we presented different business models 
for the IoT including their building blocks, challenges involved in their devel­
opment, and the impact of different technological perspectives over them. 

In the next chapter, we will discuss different development primitives for 
the IoT and their role in fostering the growth of this paradigm. 
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Communication 
 
and Development 
 3 
Primitives in IoT 

3.1 INTRODUCTION
 

The idea of the Internet of Things (IoT) is related with connectivity and inter-
operability, as discussed in the previous chapters. In the absence of these two 
elements, business value cannot be delivered. Various IoT solutions have 
been developed that rely on emerging networking technologies that are being 
adopted in order to ensure enhanced productivity. Moreover, communica­
tion needs to be established in a uniform way. To fulfill all these require­
ments, communication and development primitives are among one of the key 
solutions [1–4]. 

Communication protocols in the IoT facilitate pervasive coverage and are 
usually characterized by efficient interaction, advanced features, lower costs, 
and more security. In addition, standards and regulations define models and 
rules for communication in the IoT. With rapid change in technology, new 
design and developments tools are coming into the picture that target the 
developer community and have the potential to serve the requirements of the 
users. These tools not only remove the bottlenecks of the workflow, but also 
make the process fast. 

In  the next section, we present different IoT communication protocols, 
standards, and regulations in detail. We also present a comparative analysis of 
the two most commonly used application layer protocols, Message Queuing 
Telemetry Transport (MQTT) and Constrained Application Protocol (CoAP). 
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3.2 COMMUNICATION PROTOCOLS, 
 
STANDARDS, AND REGULATIONS
 

Communication protocols provide a language that allows devices and users 
to interact with each other in a more efficient and inter-connected manner. 
Table 3.1 enlists some of the popular protocols and their specific features as 
per the layered architecture of the IoT [5–7]. 

TABLE 3.1 Layer-wise IoT protocols 

ARCHITECTURAL LAYER PROTOCOL SALIENT FEATURES 

Perception and Sensor 
Layer (Physical and 
Data Link Layer) 

Network or 
Transmission Layer 
(Internet Layer) 

Internet Protocol (IP)v6 
over Low-Power 
Wireless Personal 
Area Networks 
(6LoWPAN) [8] 

ZigBee [8] 

Routing Protocol for 
Low-Power and Lossy 
Networks (RPL) [9] 

Channel-Aware 
Routing Protocol 
(CARP) [10] 

• Allows transmission of 
IPv6 packets over 
802.15.4 links 

• Can be applied to small 
and low-power devices 
having processing 
constraints 

• IEEE 802.15.3-based 
specification for 
low-power and low data 
rate PANs 

• Routing protocol 
designed for wireless 
networks that are 
susceptible to packet 
loss and have low power 
consumption 

• Light-weight distributed 
routing protocol 
designed for underwater 
communication 

• Performs network 
initialization and data 
forwarding tasks 

(Continued) 
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TABLE 3.1 (Continued) Layer-wise IoT protocols 

ARCHITECTURAL LAYER PROTOCOL SALIENT FEATURES 

Application Layer MQTT [11] • Machine-to-Machine 
(M2M) communication-
based publish-subscribe 
protocol for establishing 
light-weight connectivity 
over Transmission 
Control Protocol (TCP) 

CoAP [12] • Request-response 
model-based protocol 
that runs over User 
Datagram Protocol 
(UDP) and is developed 
for resource-constrained 
environments 

Representational State • Request-response 
Transfer (REST) [13]	 model-based protocol 

for developing web 
services 

Extensible Messaging • eXtensible Markup 
and Presence Language (XML)-based 
Protocol (XMPP) [14] messaging protocol for 

multi-party chat, 
presence, instant 
messaging, audio and 
video calls, and content 
syndication 

Advanced Message • Publish-subscribe 
Queuing Protocol model-based messaging 
(AMQP) [15] protocol with 

asynchronous 
communication 
capability 

• Possesses store-and­
forward facility 

WebSocket [16] • Protocol to facilitate 
communication 
channels over TCP 

• Follows handshake 
procedure to establish 
WebSocket sessions like 
Hyper-Text Transfer 
Protocol (HTTP) 
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Standards are the key to harmonize the interactions by defining how the inter­
actions should take place and by optimizing the working of devices, protocols, 
platforms, and applications. Table 3.2 presents salient features of some of the 
standards designated for the IoT. 

3.2.1 Message Queuing Telemetry Transport 

It  is described as a light-weight message-oriented application layer protocol 
designed for resource-constrained devices. It supports the following features: 

TABLE 3.2 Standards for IoT 

STANDARD DESCRIPTION 

IEEE 802.11ah [17] • A version of Wi-Fi for low-power 
consumption devices 

• Operates in frequency bands lower than 
1 GHz 

• Can be translated into long-range 
communication 

Bluetooth Smart [18] • A low-power version of Bluetooth for IoT 
devices 

• Facilitates longer range and mesh 
networking in which IoT devices act as 
communication node that relay 
communication to other nodes 

Z-Wave [19] • Licensed by Sigma Designs, it facilitates 
low-power mesh-networking 

• Operates at 908.42 MHz and supports 
232 nodes 

IEEE P2413 [20] • Covers the fundamental definition of 
building blocks for IoT architecture and 
how they can be integrated with other 
multi-tiered systems 

International • Designed for smart cities to enable 
Telecommunication Union coordination in the development of IoT 
Study Group 20 (ITU technologies including sensors networks 
SG20) [21] and machine-to-machine communications 

Industrial Internet Consortium • Guidelines for industrial IoT applications 
(IIC) [22] 

AllJoyn [23] • Designed by Qualcomm, directs connectivity 
and service-layer operations for IoT devices 
for creating inter-operable products 
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•	 Reliability: It works over TCP and Internet Protocol and offloads 
reliability support on TCP. TCP ensures error-checking and ordered 
delivery of messages. 

•	 Topic-oriented Management: It enables topic-oriented management 
and depends on a topic-based publish/subscribe model in which cli­
ents (such as sensor nodes) publish messages with a particular topic, 
and the clients that are subscribed to that particular topic receive 
the corresponding messages. These clients are connected with each 
other through a broker. 

•	 Symmetric Protocol: MQTT can be considered as a symmetric 
protocol as both the clients and the broker can send or receive 
messages. 

•	 Light-weight Protocol: It is designed in a manner to cause lower com­
munication overhead. It supports lean header structure that reduces 
the packet parsing, making it suitable for resource-constrained IoT 
devices. 

•	 Security: It  is ensured through Transport Layer Security/Secure 
Socket Layer (TLS/SSL) that enables connection-oriented 
communication [24]. 

•	 Scalability: It permits a significant level of scalability options. 
•	 Diverse Applications: It supports a diverse set of applications that 

belong to the IoT and M2M domain and are characterized by lower-
latency, lower-channel bandwidth and power efficiency require­
ments. Automatic message forwarding makes MQTT a better option 
for these applications. 

•	 Message Retainment: The  broker keeps the messages that are 
already sent to the subscriber clients for broadcasting to the new 
subscribers of the same topic in the future. 

•	 Handling Disconnections: It also supports automated mechanisms 
for managing the disconnections. The  client nodes can also sub­
scribe to a broker-side message (Last Will and Testament), and the 
broker sends the message to all the clients subscribed to this topic 
when an unexpected node disconnection is observed. 

•	 Multi-casting and Device-to-Device Transfer: It does not  support 
multi-casting of messages and device-to-device transfer. 

•	 Quality of Service (QoS): Three different QoS levels are defined to 
maintain the reliability of the message delivery and can be dynami­
cally selected. These are given below. 
•	 QoS level 0: It corresponds to the messages that are delivered 

at most once without requiring the receipt of any acknowledg­
ment. Moreover, the messages are not stored in the memory of 
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the sender client and, thus, can be duplicated or lost. However, it 
provides the fastest mode of delivering messages. 

•	 QoS level 1: It  corresponds to the messages that are deliv­
ered at least once and require receipt of delivery confirmation 
(PUBACK/SUBACK). These messages are stored by the clients 
locally to allow re-transmission in case of time-outs. However, 
it can also cause duplication of the messages that are being 
transmitted. 

•	 QoS level 2: It corresponds to the messages that are delivered 
exactly once and are transmitted through a four-way handshake 
mechanism (PUBLISH, PUBACK, PUBREL, PUBCOMP) 
involving two-step acknowledgment. No duplication of mes­
sages can occur as the receiver client also stores the messages. 
It also avoids packet loss. 

Another specification of MQTT, i.e., MQTT-SN, is available for constrained 
networks characterized by smaller packet lengths and low data rates. It runs 
over UDP and supports all the QoS levels, but without inheriting the transport 
layer’s reliability property. Topic strings are replaced by topic IDs for content 
identification and reducing the complexity of the header. 

3.2.2 Constrained Application Protocol 

It  is described as a light-weight application layer protocol designed for 
resource-constrained devices. 

•	 Request-Response Model: It  is based on REST architecture and 
works using a request-response model like HTTP. 

•	 Publish-Subscribe Model: It  also supports a publish-subscribe 
model based on a Universal Resource Identifier and extended 
GET method. Subscriber clients subscribe to resources indi­
cated by Universal Resource Identifiers and are notified when­
ever a publisher client publishes data to those Universal Resource 
Identifiers. 

•	 Reliability: CoAP provides its own reliability mechanism as UDP 
is not inherently reliable. Confirmable and non-confirmable mes­
sages are used for accomplishing the purpose. The former require 
an acknowledgment, this ensures reliability and corresponds 
to QoS level 1 of MQTT, whereas the latter does not  require 
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an  acknowledgment, does not  guarantee reliability, and corre­
sponds to QoS level 0 of MQTT. Another two options that are 
used include Acknowledgment and Reset. 

•	 QoS: It does not provide any distinct QoS levels. 
•	 Security: It  uses Datagram TLS (DTLS) for ensuring security, 

which enables connection-less communication. 
•	 Content Negotiation: It  enables expressing an appropriate repre­

sentation of a resource that allows for the independent evolution of 
clients and server, thereby adding newer representations without 
affecting one another. 

•	 Fragmentation: It enables transmission of larger protocol data units 
in a block-wise manner. 

Table 3.3 outlines the comparison of MQTT and CoAP [25]. 

TABLE 3.3 Comparison of MQTT and CoAP 

COMPARISON PARAMETER MQTT	 CoAP 

Underlying Transport Layer TCP UDP 
Reliability Technique 3 QoS levels Confirmable and 

non-confirmable 
messages 

Avoidance of Duplication QoS level 3 No provision 
of Messages 

Underlying Working Model Publish-Subscribe Request-Response, 
Publish-Subscribe 
(Observe) 

Transmission Delay Performs better with Performs better with 
lower packet loss rate higher packet loss rate 

Methods used for Connect, Disconnect, Get, Put, Put, Delete 
Functionality Publish, Subscribe, 

Unsubscribe, Close 
Security TLS/SSL DTLS 
Content Format Data-centric Document-centric 
Caching of Messages No provision Supports 
Retention of Messages Supports No provision 
Connection durability Supports No provision 
Wills Supports No provision 
Fragmentation No provision Supports 
Discovery Mechanism No provision Supports 
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3.3 DESIGN AND DEVELOPMENT TOOLS
 

IoT design and development tools are the solutions that target the developer 
community for creating IoT applications. These tools consist of different types 
including software development kits (SDKs), integrated development environ­
ments (IDEs), libraries, frameworks, etc. Table 3.4 presents different tool cat­
egories along with some examples and salient features. 

TABLE 3.4 Design and development tools for IoT 

CATEGORY EXAMPLE DESCRIPTION 

Hardware Tessel 2 [26] • Development board for holding 
modules, such as camera, RFID, 
accelerometer, and GPS 

• Can be programmed using Node.js 
• Contains on-board Wi-Fi facilities 

Kinoma • A device for connecting other devices 
Create [27] for developing small applications 

including temperature sensors, 
movement sensors, and so forth 

BeagleBoard [28] • Credit-card-sized computer for 
running Android and Linux-based 
applications 

• Has low power requirements and 
open-source hardware and software 

Middleware OpenIoT [29] • Open-source middleware for obtaining 
information sensor clouds, thus 
enabling sensing-as-a-service 

IoTSyS [30] • Provides communication stack for IoT 
devices and supports multiple 
protocols and standards 

Operating Contiki [31] • Open-source Operating System (OS) 
System for the IoT that establishes 

connectivity among low-power 
microcontrollers through the Internet 

Raspbian [32] • Credit-card-sized computer based on 
Debian distribution of Linux 

(Continued) 
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TABLE 3.4 (Continued) Design and development tools for IoT 

CATEGORY EXAMPLE DESCRIPTION 

Development Node-RED [33] • Visual tool for wiring hardware devices, 
Tools Application Programming Interface (APIs), 

and online services together in different 
ways 

• Built on Node.js and can run on 
Raspberry Pi 

M2MLabs • Open-source application framework for 
Mainspring [34] developing M2M applications including 

remote monitoring, smart grid, and so 
forth 

• Facilitates device configuration, flexible 
monitoring of devices, data validation, 
and normalization 

Platform and PlatformIO [35] • Open-source development ecosystem 
Integration with unified debugger and cross-platform 
Tools Integrated Development Environment 

(IDE) 
• Facilitates remote firmware updates and 

unit testing 
Arduino [36] • Open-source electronics platform with 

easy-to-use software and hardware 
• Hardware board is capable of taking input 

(light, text message, finger touch) and 
maps it into corresponding output 
(turning on an Light Emitting Diode [LED], 
publishing online, motor activation) using 
the Arduino programming language 

DeviceHive [37] • Open-source M2M communication 
framework with a cloud-based API that 
can be remotely controlled 

Eclipse IoT [38] • Different projects for IoT development 
including application frameworks, 
services, IoT protocol implementations, 
and Lua-based tool 

• These projects include Paho, Mihini, and 
Koneki 

ThingSpeak [39] • Open-source data platform for processing 
HTTP requests, storing, and processing 
data 

• Supports open API, plugins, and real-time 
data collection 

(Continued) 
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TABLE 3.4 (Continued) Design and development tools for IoT 

CATEGORY EXAMPLE 	 DESCRIPTION 

Application- Home • Open-source tool for home automation 
Specific automation based on Python 
Software software (Home • Develops IoT systems that can be 

Assistant) [40] 	 controlled remotely with desktop or 
mobile browsers 

Open Supervisory • Part of SCADA project and platform 
Control And independent 
Data Acquisition • Supports front and back-end applications 
(SCADA) [41] along with editing and debugging facility 

3.4 DATASETS
 

Various open-source datasets are available for experimentation and develop­
ment in the IoT that allow developers to validate and enhance the functionality 
of the methodologies developed by them. These datasets are mostly sensor-
based, collected through Internet-based protocols, and are general or applica­
tion specific (security incidents, healthcare domains, weather, transportation, 
and so forth). These are summarized in Table 3.5. 

TABLE 3.5 Datasets for IoT development 

DATASET TYPE DESCRIPTION INSTANCES 

Linked Sensor Stand-alone Datasets created by 20,000 weather 
Data repository Kno.e.sis Center for stations, 
(Kno.e.sis) [42] sensors and sensor 160 million 

observations, and observations 
transformed from 
weather data 
(temperature, pressure, 
humidity, precipitation, 
wind speed, visibility) at 
MesoWest, United States 

(Continued) 
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TABLE 3.5 (Continued) Datasets for IoT development 

DATASET TYPE DESCRIPTION INSTANCES 

Trajectory data Collected in GeoLife 
collected from project by 182 users in a 
mobile GPS period of 3 years 
(Microsoft) [43] 

NPTLab [44] Contains data 
associated with the 
Google+ users who 
link their Twitter or 
Facebook profile 
available publicly 

Eurostat [45] Contains information of 
security incidents against 
Information and 
Communication 
Technologies (ICT) and 
their repercussions 

Japan Traffic Contains records of 
Flow [46] passengers and cargo 

collected through 
transportation in Japan 

A Community Multi-dataset Wireless network data 
Resource for repository resource for researchers, 
Archiving collected from many 
Wireless Data contributing locations for 
At Dartmouth analysis 
(CRAWDAD) [47] 

UCI Machine- Collection of databases 
Learning used by machine 
Repository [48] learning community for 

analyzing machine 
learning algorithms 

Kaggle [49] Collection of datasets 
published by users and 
research communities to 
work in collaboration 

17,621 trajectories 

Dynamic 

11680 

Passenger flow: 
51 regions, cargo 
flow: 54 regions 

Dynamic 

Dynamic 

Dynamic 
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3.5 CHAPTER SUMMARY
 

In this chapter, we outlined various development primitives for the IoT includ­
ing communication protocols, standards, and regulation, along with various 
design and development tools and datasets for conducting research and devel­
opment in the domain. 

In the next chapter, we will discuss various underlying technologies for 
the development of the IoT and their role in enhancing business productivity 
and consumer satisfaction in the domain. 
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Challenges 
in IoT 4 

4.1 INTRODUCTION
 

The  groundbreaking potential of the IoT is drawing the attention of many 
enterprises and industries across the globe. The successful implementation of 
the IoT is greatly influenced by the significant investments across different sec­
tors, and its demand is continuously increasing. However, despite the opportu­
nities the IoT provides and the necessary improvements done in the field so far, 
IoT adoption and expansion are still facing potential challenges that are wide­
spread along the IoT chain (from physical devices as endpoints via network 
channels to the data consumers and holders) [1–3]. These challenges are sum­
marized in Table 4.1 and are discussed in detail in the following sections [4]. 

4.2 CHALLENGES ASSOCIATED 
 
WITH IoT ARCHITECTURE
 

IoT architecture possesses challenges associated with its layers and their inte­
gration  [5–7]. These are classified into two categories and are discussed as 
follows: 

1. Inter-layer challenges: Cross-layer integration issues arise due 
to the high heterogeneity possessed by the layers of IoT architec­
ture [8]. End users are facilitated by the data collection capabilities 
from the sensor nodes placed in different locations through applica­
tions designed for the purpose. These data in turn pass through the 
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transmission layer of the network. The data can be collected through 
different ways, in different formats, by utilizing different protocols, 
and can be utilized for different purposes. Data standardization and 
mapping as per the layers are required in such scenarios. Incorrect 
integration methodologies may lead to data corruption or destruc­
tion. In addition, each layer of the IoT architecture utilizes different 
mechanisms to ensure validity, security, and privacy of the infor­
mation, which in turn leads to increasing complexity. Cross-layer 
optimization techniques are relevant for such scenarios. IoT devices 
at different layers have different resource requirements and func­
tionalities. For instance, sensors are deployed to collect data from 
the surroundings that is of few kilobytes, while high-end servers 
are responsible for aggregating the data collected by these sensors 
for processing and storage. Therefore, to ensure correct integrated 
working of these devices, these requirements and functionalities 
should be carefully taken into consideration. 

2. Intra-layer challenges: Different layers of IoT architecture possess 
their own challenges [9]. Perception layer devices being resource-
constrained in terms of processing power, energy, and storage are 
difficult to manage with respect to integration of conventional 
security mechanisms with data capturing capabilities. Since they 
are usually deployed in diverse environmental conditions, they are 
susceptible to physical damages. Massive level attacks such as dis­
tributed denial of service attacks, and other such intentional and 
malicious attempts, can lead to the manipulation of their operational 
parameters. Hence, to ensure that no physical event or malicious 
activity can disturb their standard functionality is challenging. Node 
authentication and data integrity are some other challenging issues. 
Compromised nodes can lead to the production of false results and 
unauthorized access to the information. 

A transmission layer that is mainly comprised of the Internet is accessed by a 
bulk of IoT devices. In such scenarios, the unique identification of devices along 
with network congestion are difficult to handle. Distributed denial of service, 
information disclosure, malware intrusion, phishing, etc., add up to existing 
challenges. Security challenges due to heterogeneous fusion may also arise. 

An application layer is comprised of applications associated with busi­
nesses or individuals, which are accompanied with various security and non-
security issues including information disclosure, threat to query and location 
privacy, service interruption, etc. The  limited computational capabilities 
of the smart devices supporting access to these applications also limit their 
capabilities. 
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4.3 CHALLENGES ASSOCIATED 
 
WITH ENTITIES
 

Different system entities including hardware, software, and data offer different 
challenges to the IoT that are discussed below: 

1. Hardware: Physical devices, such as data storage devices, hard­
ware tokens, Internet appliances, and servers that have embedded 
software and provide remote application services, require protec­
tion against physical damages including natural disasters as well 
as intentional malicious attempts [10]. Wired communication chan­
nels that carry information from sensors nodes till the consumption 
point can be intercepted, and hence, safety of these links is equally 
important. Another challenge is to integrate functionalities over 
resource-constrained hardware devices. 

2. Software: Software typically includes application software having a 
specific purpose, such as communication, security, etc., and system 
software, such as operating systems,  Database Management System 
(DBMS), etc., that are involved in the development and realization 
of application software. With a bulk of heterogeneous devices work­
ing together, the degree of trust is low, and hence, may provide an 
opportunity to the attacker to interfere with the normal workflow of 
the underlying software  [11]. Since the IoT encompasses devices 
with diverse characteristics, such as sensors, actuators, and other 
connectivity solutions, a one-size-fits-all model cannot be applied 
to the software designing process. In  addition, the complexity of 
the software is highly dependent on the nature of the task to be per­
formed including data perception, storage, processing, security, and 
so forth. Resource consumption and overall operational cost of the 
system increase with the increasing size of the software. In such a 
scenario, the development of low-cost and low-power solutions for 
the resource-constrained IoT environment, while at the same time 
ensuring the fulfillment of the fragmented requirements, becomes 
challenging and requires a novel design methodology and appropri­
ate engineering decisions. 

3. Data: Data in a digital environment are the primary and crucial 
user assets that require efficient protection [12]. They may belong to 
an individual or an organization and may possess varying levels of 
content sensitivity as per the usage. For instance, health records of a 
patient or travel records of a person are more sensitive in comparison 
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to the environmental conditions of a city in terms of privacy. In an 
IoT environment where devices in bulk are operating, data and 
source authentication becomes challenging. Moreover, corrupted or 
malicious data when pushed into the network can create havoc. 

Data processing in a resource-constrained ecosystem where devices are char­
acterized with limited processing power is another challenging aspect and 
calls for the development of lightweight schemes for securing the devices. 
Bulk data generation, also termed as big data, is another open area of research 
with respect to the IoT domain. The growing number of connected devices are 
also a source of unstructured data generation, and it becomes challenging for 
the organizations to identify valuable data out of it all. Storage and retrieval of 
unstructured data are also complex tasks. Latest frameworks such as Hadoop 
and Cassandra have reduced the complexity of handling unstructured data to 
some extent. Ensuring correct data capturing capabilities is another challeng­
ing aspect that involves the collection of data from various sources, such as 
sensors, and transforming the data to a standard format in order to analyze and 
automate the data. Runtime anomalies such as power surges may lead to incor­
rect data being recorded. Moreover, translating data into meaningful infor­
mation requires intelligent analytics. However, legacy systems can limit the 
capabilities of handling real-time data in bulk, as not all the data can be loaded 
at once. Higher costs also prevent adoption of new analytics technology. 

4.4 TECHNOLOGY-ORIENTED 
 
CHALLENGES
 

The IoT as well as underlying technologies possess different challenges that 
are discussed as below: 

1. Challenges specific to the IoT: The core idea of the IoT is to establish 
anytime and anywhere connectivity among the things via the Internet. 
Supporting a bulk of Internet-connected devices and assigning a unique 
identity to these devices is challenging. The concept of IPv6 ensures 
the scalability of the IoT and thus is considered as one of the solutions 
toward the identification of a bulk of IoT devices. However, Internet 
Protocol version 6 (IPv6) comes with its own concerns including 
topology variations, device mobility issues, node miniaturization, and 
so forth. Trade-offs between the global distribution of services and 
the durability of the technical environment call for novel regulatory 
methodologies. 
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2. Challenges due to other related technologies: The  IoT is highly 
dependent on various other technologies including WSN, Radio 
Frequency Identification (RFID), Wi-Fi, distributed computing, 
cloud computing, GPS, and so forth, right from the construction of 
network till the execution of its functionalities. Since the Internet 
provides the basic framework for the IoT, challenges associated with 
it would play an important role in its development. WSN comes with 
challenges including secure routing protocols, architecture, QoS, 
energy optimization, and so forth  [13]. Cloud computing brings 
issues such as QoS, data isolation, efficient resource management, 
scalability, reliability, recovery, and so forth [14]. 

4.5 CHALLENGES ASSOCIATED 
 
WITH FEATURES
 

These challenges are associated with the different features or attributes associ­
ated with the IoT and are discussed as below: 

1. Security: Security is the foundational aspect of Internet-based 
applications, and hence, is perceived to be essential and one of the 
significant challenges for the IoT  [15]. With different IoT devices 
proliferating at an exponential rate, attackers are gaining more 
opportunities to exploit the security loopholes through malware 
ingestion, digital burglary, data breaches, and so forth. Moreover, 
sensitive data associated with these devices when exposed can 
put people’s privacy at stake. Similar kinds of devices in bulk can 
become victims of the exploitation of a single security vulnerability, 
and it is also challenging to deal with the type-specific challenges. 
Hence, a collaborative approach and component-level security along 
with cost and security trade-off analysis are in demand. Industries 
are required to leverage modern technologies to overcome these 
issues. Struggling to secure the data flow, establishing appropriate 
mechanisms to recognize, authenticate, and manage the device end­
points, understanding the nature of data collection and how data 
will be processed, and event management systems, are some of the 
means to counter these hurdles [16–19]. 

2. Privacy: The  IoT ecosystem is accompanied with data privacy 
challenges that are different from the current privacy-related 
challenges  [20]. Consumer devices, such as smart phones, home 
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appliances, vehicles, and so forth, are being used in integration 
that makes these issues more prevalent. Voice and face recognition 
mechanisms are being used for the identification of users, and the 
data corresponding to it are sent to the third parties or the cloud 
through which they can watch user’s activities. The global deploy­
ment of IoT devices also faces cross-cultural boundaries where the 
meaning of privacy protection mechanisms may change drastically. 
Hence, to establish individual-specific privacy measures and fulfill­
ing the organizational demands is challenging. 

3. Trust: Though IoT devices are being used in bulk to make people’s lives 
more convenient, these are also leading to some trust issues in the way 
businesses are using them to collect and process consumer-specific 
data [21]. Lack of transparency is one of the promoting factors toward 
this issue. Ensuring more visibility across the data practices and increas­
ing the transparency of the data management and governance are some 
of the ways through which trust values can be enhanced among users. 

4. Compatibility: Legacy systems are still operating as stand-alone sys­
tems rather than fully integrated ones, as they were not designed to be 
inter-operable, which is one of their biggest IoT implementations [22]. 
Managing the configuration process is complex and time-consuming, 
and hence, requires careful planning, standardized configuration 
interface, methods, and tools. It becomes trickier for engineers to con­
sider the abovementioned factors at the same time while designing 
new and advanced systems. Different mechanical, electronic, electri­
cal, and processing devices operate on different protocols, execute 
different algorithms, and accept data of diverse nature as input that 
makes the compatibility issues an important concern. 

5. Connectivity: Lack of Internet connectivity in many areas gives rise 
to networking challenges  [23]. Logistics and transport companies 
that are always engaged in remote operations demand powerful and 
reliable communication networks in order to collect the data even 
in rough situations and transmit the data for the purpose of analy­
sis. Physical devices such as routers influence the quality of signals 
being transmitted. Moreover, diverse technologies facilitate fast 
communication. However, an increase in the inter-connected devices 
at a rate much higher than the overall network coverage makes the 
monitoring and tracking problems more difficult. In addition, legacy 
devices do not support the latest technologies. For instance, conven­
tional devices depend on telemetry systems, programmable logic 
controllers, remote terminal units for generating data, whereas IoT 
devices are compatible with Wi-Fi, Local Area Network (LAN), 
General Packet Radio Service (GPRS), and so forth. 
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6. Capacity: IoT devices are characterized by a resource-constrained 
nature, and hence, have limited capacities in terms of battery power, 
processing power, memory, and so forth [24]. Embedding the device-
specific functionalities is becoming challenging in this context. 

7. Scalability: To ensure the efficient growth of business, the scalabil­
ity factor is of paramount importance [25]. Moreover, it is required 
to be fulfilled without interfering with the already existing systems 
and causing system shutdown. System design should be made by 
leaving enough room to incorporate amendments instead of re­
designing the entire system. 

8. Longevity: As the IoT is an integration of technologies, and some 
of them are expected to eventually become obsolete in the com­
ing years, the devices using them will become useless. Since IoT 
devices usually tend to have a longer life-span and are designed to 
function in the absence of the support, ensuring longevity is chal­
lenging in this context. 

9. Implementation Time and Cost: One of the common hurdles to 
overcome with respect to IoT devices is the time taken to estab­
lish connectivity among these devices and their functionality. IoT 
sensors are equipped with limited assets that can provide limited 
benefits only. Moreover, the cost of IoT deployment for large-scale 
scenarios is usually very high. 

4.6 CHALLENGES ASSOCIATED 
 
WITH DEVELOPMENT PRACTICES
 

Challenges associated with development practices and their influence in the 
IoT are discussed as below: 

1. Standards: The potential of IoT devices is limited by a lack of stan­
dards and best practices  [26]. Standards guide the manufacturers 
and developers to design products with already defined parameters. 
However, in the absence of the standards, the devices may operate in 
a disruptive manner when connected through the Internet and may 
have an undesired impact. Poorly designed and configured devices 
can also have unwanted consequences on other devices in the net­
work. A large number of IoT devices add the difficulty of managing 
and configuring the devices, making the thoughtful standardization 
of tools, methodologies, and interfaces an essential aspect. 
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2. Regulations: The IoT is surrounded by a wide range of legal and reg­
ulatory questions, as the technological advancement is more rapid 
than the corresponding policies and regulations [27]. Legal issues 
including cross-nation data flow, civil rights, data retention, destruc­
tion policies, and legal liability are difficult to maintain with a large 
number of devices operating together. Moreover, seeking the regu­
latory analysis process for the IoT devices with technology-specific 
issues is challenging. 

3. Automation: To deal with bulk data collection and processing, 
automation technologies are being widely used to help adminis­
trators to enforce specific rules, and to detect anomalous behavior 
on the networks. However, autonomous systems have their own 
drawbacks [28]. For  instance, a single error in the code or poorly 
designed algorithm can lead to an entire infrastructure shutting 
down. Keeping IoT devices secure against attacks and ensuring the 
protection of the user’s data from theft becomes significant in an 
autonomous environment. 

4. Intelligent Analytics: IoT applications associated with the extrac­
tion of insights from the data depend on analytics that are driven 
by cognitive technologies. However, there are a number of chal­
lenges surrounding these technologies. Flaws in data or the under­
lying models can lead to inaccurate analysis. In addition, legacy 
systems are capable of analyzing structured data, however, IoT 
business interactions are not bound to the generation of structured 
data only. 

4.7 SUMMARY
 

Challenges in the IoT have a profound impact on its widespread adoption across 
various areas, while at the same time provide opportunity to the enterprises 
to find appropriate solutions for the challenges for its future growth. In  this 
chapter, we discussed the different challenges associated with the domain and 
their effect on the ongoing progress of the field. 

In the next chapter, we will discuss the issue of data explosion in the IoT 
and the existing countermeasures for the data explosion in detail. 
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Data Explosion 
in IoT 5 

5.1 INTRODUCTION
 

A rapid increase in the data being produced and communicated over IoT net­
works is observed with 20 quintillions of data being produced every day that 
include structured, semi-structured, and unstructured textual data, and multi­
media content including audio, videos, and images [1,2]. Data associated with 
physical observations and measurements are among the rapidly growing ones 
that are generated by the sensor devices with low cost. It is still an unanswered 
question whether the present IoT systems are efficient enough to handle this 
data in a meaningful way in terms of storage, processing, and security. To mas­
ter IoT systems, an understanding of the underlying data model along with the 
nature of traditional data are necessary. It is also crucial to identify the under­
lying factors leading to a bulk of data generation. Moreover, the data need to 
be stored, processed, transmitted, and protected in the right manner  [3–6]. 
In the next section, we discuss the fundamental aspects of big data in the IoT. 

5.2 BIG DATA DEFINITION
 

There is no crisp definition for big data, and moreover, it is not just associated with 
the size of data. It is typically described based on five key attributes that are also 
known as the 5Vs – volume, variety, velocity, variability, and value [7]. Volume is 
related to the size of the data, variety is related to the type and source of the data, 
velocity is related to the frequency of data generation, variability is related to the 
changes associated with the structure and semantics of data, and value is related to 
the advantages of big data to the businesses. These are summarized in Table 5.1. 
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TABLE 5.1 Big data attributes 

ATTRIBUTE DEFINED BY DEFINED BY 

Volume Size of data 
Variety Type and source of data 

Velocity Frequency of generation 
of data 

Variability Changes with structure 
and semantics of data 

Value Advantages of data to 
businesses 

Terabytes, Petabytes, or Zettabytes 
Sensors, Physical devices, Social 
networks, The web, Mobile phones 

Every millisecond, Second, Minute, 
Hour, Day, Week, Month, or Year 

Anomalies, Inconsistencies 

Cost cutting, Decision-making, New 
products and services, Reputation 

5.3 UNDERLYING FACTORS FOR 
 
DATA EXPLOSION IN THE IoT
 

In the IoT environment, the amount of data collected and generated will be sig­
nificantly larger than the past. For instance, the wearable technology including 
Google Fit, Google Glass, Apple Watch, etc., collect the user’s personal and 
sensitive information associated with their health condition, financial situa­
tion, and so forth, from their daily life activities [8,9]. In order to lead in the 
marketplace, companies (manufacturing, service providers, etc.) have to gain 
the consumer’s confidence and trust, and that can be done through the integra­
tion of different technologies. However, the convergence of various technolo­
gies is one of the key factors in the massive increase in the data generation in 
the IoT. These include the following: 

1. Cloud Computing: Cloud computing has been evolving for a long 
time, and it has led to the development of mature platforms and 
IT infrastructure that provide efficient remote solutions. The most 
commonly known models include Software-as-a-Service, Platform-
as-a-Service, and Infrastructure-as-a-Service. On top of them, there 
are other models including Function-as-a-Service, Desktop-as-a-
Service, Database-as-a-Service, and so forth [10–14]. Public cloud 
models involve exposure of the components and capabilities to the 
public, whereas private cloud models facilitate the creation of vir­
tual private networks. In addition, hybrid solutions also exist that 
exploit the benefits of the two. 
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2. Data Analytics: In  the last decade, a significant change has been 
observed in the ways of performing data analytics  [15]. Data are 
approached to get insights at fine-grained levels through advanced 
technologies that can absorb and store a bulk of data generated by 
IoT devices. Open source platforms and frameworks along with 
real-time processing facilities support quick data exploration. 

3. Electronics: Cheap technologies and faster growth in networks are 
other factors that foster the generation of a bulk of data. Inexpensive 
IoT devices and sensors along with more dedicated networks 
(Narrowband IoT, LoRa, SigFox) are capable of capturing new 
types of IoT data [16]. 

5.4 KEY CHALLENGES ASSOCIATED 
WITH MANAGING THE DATA 

EXPLOSION IN THE IoT 

Some of the key challenges associated with handling the data explosion in the 
IoT are outlined as follows [17]: 

1. Data Privacy: The data obtained from a single device may not provide 
sufficient information, however, the data aggregated from a number 
of physical devices may foster in creating knowledge of significant 
importance that can be used in a variety of application areas [18,19]. 
Various objectives are associated with the data collection and analysis, 
for instance, improving the user’s experience, making strategic deci­
sions, future planning, and so forth. However, these data may be of a 
sensitive nature and are required to be managed carefully in order to 
prevent any violations associated with the privacy of data. Addressing 
privacy thus becomes an important concern, and it becomes the 
responsibility of various stakeholders associated with the development 
and use of technology to ensure privacy-preserving ecosystem. 

2. Data Ownership: In  the IoT era, data owners must be provided 
with full control over their data, and they must be able to choose 
what operations service providers can perform over the data [20]. 
However, with limited user access, it becomes challenging. 

3. Customization: Users must be given the privilege to choose under­
lying components (hardware or software) from various vendors for 
creating their smart environment  [21]. In  addition, they must be 
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provided with the freedom of choosing or withdrawing the required 
services from different service providers. However, facilitating this 
becomes difficult because of the lack of transparency in the actions 
of the vendors or service providers, as they can disable some fea­
tures or remove some capabilities without the user’s knowledge. 

4. Knowledge Extraction: IoT solutions provide functionalities based 
on raw data collection and analysis [22]. However, with the advent 
of new technologies, businesses may derive more knowledge from 
the user-specific data and may use the data for making revenues, 
and, in some cases, the data can be misused. In such scenarios, users 
must be informed about the future possibilities and possible conse­
quences of the data collected from them. 

5. Anonymity: Data communication in networks may involve trac­
ing the communication paths with some parameters [23]. It can be 
used by the data analytics to obtain knowledge through fingerprint­
ing and profile generation. Hence, the location of the user can be 
tracked. In response to this, new technologies must be discovered 
in order to perform anonymization of the communication path for 
ensuring data privacy. 

6. Data Integration: Data integration is one of biggest hurdles expe­
rienced by businesses in the adoption of the IoT  [24]. Integrating 
enormous volumes of data collected from different sources while 
maintaining the precision is complex. The continuous increase in 
the number of inter-connected devices that are engaged in gathering 
data from the network edge makes it difficult to keep track of the 
data flow. In addition, these data may be accompanied with noise 
and redundant information that makes them even hard to use. 

7. Data Management: There is not enough storage currently to meet 
the storage demands of the data to be generated by IoT devices in 
the future [25]. Developing a data management framework involves 
making decisions on the nature of data to be stored and ways to 
access them for analysis, which is a major challenge or decision for 
the enterprises. 

5.5 TECHNOLOGICAL SUPPORT
 

Different technological paradigms play crucial roles in dealing with the issue 
of the data explosion in the IoT. In the following subsections, we discuss some 
of the commonly used paradigms [17,26]. 
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5.5.1 Machine Learning 

Upon capturing the data from IoT devices and sensors, communication pro­
tocols are used for dumping the information to a sink. Afterwards, data 
mediation and processing are done, and aggregation is performed. During this 
process, machine learning is applied that enables the following: 

1. Anomaly Detection: It  involves identification of the anomalies in 
IoT data streams coming from the sensing devices. 

2. Predictive Modeling: It involves making predictions using historical 
data. 

3. Data Classification: It  involves grouping the data into different 
categories. 

A standard methodology is followed to apply machine-learning solutions on 
big data in the IoT. It  involves understanding the business, its goals, and 
the analytic approach in order to obtain the desired outcome. Afterwards, 
data collection is done, which is then validated. Once the understanding is 
built, the data are prepared, after which a model is developed. This model is 
then evaluated with respect to different parameters, for instance, accuracy, 
and finally deployed. Adjustments to the model are made upon getting the 
feedback. 

5.5.2 Artificial Intelligence 

Artificial intelligence is another discipline, the development and use of which 
is now beginning [27]. Artificial intelligence is getting attention with respect 
to the IoT, and in the coming few years, it is expected to be turned into a signif­
icant investment for many enterprises. Artificial intelligence has the capability 
to gather, contextualize, understand, and act on a bulk of data, thus giving rise 
to a new category of applications. These applications have the capability to 
adapt to continuously changing conditions. The more data that are available 
for analysis, the better the quality of the outcome will be. 

5.5.3 Intelligent Edge Processing 

As the sensors collecting data are approaching billions of inter-connected 
things, enterprises require a way for cleaning and filtering the bulk of data. 
Intelligent edge processing is one such solution that facilitates the creation 
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of value near to the source of data generation, i.e., edge, through following 
differentiators [28]: 

1. Presence: New algorithms, architectures, frameworks, and custom­
ized data technology enable enterprises to perform local data pro­
cessing. Data processing is done where it is created and where it is 
consumed, thereby preventing the requirement of transmitting data 
to remote servers in order to reduce the corresponding cost. 

2. Performance: Intelligent edge processing enhances business per­
formance by providing better data management and identifying the 
relevancy of data to be stored along with event detection. With the 
combination of operational technology with IT, complex events can 
be processed in batches that improve performance with respect to 
speed and quality. 

3. Power: Intelligent edge computing enables process execution with­
out causing delays in transferring data to the cloud. 

4. Protection: Intelligent edge processing ensures the required level 
of security in the case of IoT implementations. These implementa­
tions promote openness and are designed in such a way that these 
are compatible to work with other networks. It  facilitates unique 
identification of sensors, data encryption, and validation checks on 
the data. Such an on-site processing is required in order to avoid the 
latency caused in sending data to the cloud, which can also open 
loopholes to be exploited by the attackers. 

5.6 SUMMARY
 

In this chapter, we discussed the underlying factors behind the data explosion in 
the IoT along with associated key challenges and roles of some of the technologi­
cal paradigms in handling the data explosion. In the next chapter, we will discuss 
the concept of autonomous driving vehicles as an application area of the IoT. 
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Computing 
Paradigms and 6 
Security Issues in 
Connected and 
Autonomous 
Driving Vehicles 

6.1 INTRODUCTION
 

In  the previous few years, a noteworthy increase in the degree of inter-
connectivity among vehicles and automation has been witnessed by the field 
of transportation systems. Connectivity enables the establishment of commu­
nication among vehicles and core infrastructure for transmitting the informa­
tion related to the vehicle’s current location, speed, control parameters, and 
so forth (Figure  6.1). Automation includes monitoring the environmental 
conditions using sensor technology and using the collected information along 
with some already determined knowledge for planning the vehicle’s activity. 
The  enormous development of connected and autonomous driving vehicles 
(CADVs), also known as smart vehicles, is driven by the evolving underlying 
technologies and desire to bring driverless, comfortable, safer, resilient, and 
more responsive vehicles with robust transport infrastructure to the market. 
Traffic mobility, efficient energy consumption, and environmental protection 
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FIGURE 6.1 Capabilities of autonomous vehicles. 

from pollution are key promoting aspects for the increasing demand of these 
smart vehicles. According to the predictions made by the Institute of Electrical 
and Electronics Engineers, 75% of the vehicles across the world will become 
autonomous by 2040 [1]. 

However, similar to other computing systems and networks, human-
centric smart vehicles and the inter-connected transport infrastructure are also 
vulnerable to potential security risks with an increasing likelihood of attacks 
in the future [2]. These attacks can be common security attacks and vicious 
attacks. The former includes breach of location privacy of the person, distrib­
uted denial of service (DDoS) attacks against the core transport infrastructure 
and utilities, integrity attacks over the valuable information collected from 
the nearby vehicles, etc. The latter includes disabling the breaks of the vehicle 
and the malfunctioning of the other control aspects of the system. Due to the 
absence of standby driving control or the driver being busy in background 
activities, these attacks may lead to disastrous results. 

In  spite of the fact that the underlying computing technologies have 
become successful in bringing CADVs to the market en masse, the vulner­
abilities related to them have a direct or indirect impact over the acceptance 
trend of these vehicles, which in turn becomes a hurdle for policymakers 
and developers. In  this regard, the current chapter discusses the underly­
ing technologies and computing paradigms involved in the development of 
autonomous vehicles. A substantial work effort is invested in identifying the 
existing security and privacy issues, along with the potential solutions to 
mitigate them [3–8]. 
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6.2 CONNECTED AND 
AUTONOMOUS DRIVING VEHICLE – 

A TECHNICAL BACKGROUND 

CADVs are unmanned self-governing vehicles that are configured in a manner 
for supporting autonomous driving through communication with the devices 
external to the vehicles. Autonomous driving involves recognizing or sensing 
the surroundings and adaptive navigation with minimal or no human interven­
tion. Figure 6.2 shows the levels of automation for road vehicles as defined by 
Society of Automotive Engineers [9]. These are based on the underlying con­
trolling functions, nature of involvement of human driver, and performance of 
the vehicle. 

6.2.1 Functional Blocks 

A  typical CADV is comprised of various functional blocks categorized into 
generalized blocks and specific blocks that receive input from outside, process 
it, and produce the output  [10]. Generalized blocks, also known as high-level 
blocks, such as sensors and environmental maps (capture 3D appearance of 
the surroundings), are more general toward different applications. On the other 

FIGURE 6.2 Society of Automotive Engineers (SAE) – levels of automation. 
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hand, specific blocks or low-level blocks, such as global positioning systems 
(GPS) and road network maps (capture information about road network and path 
markings), are designed in order to perform application-specific functions. Core 
infrastructure that includes Roadside Units, traffic signals, streetlights, parking 
meters, cameras, and map servers maintains the vehicle-specific information and 
other environmental parameters. The external communication module is respon-
sible for the transmission of the information from the vehicles to the core infra-
structure, other vehicles, or remote cloud server. The  inter-connection among 
these functional blocks is depicted by Figure 6.3. The working of autonomous 
vehicles involves the sensing of information, processing of information, plan-
ning of the future actions, and taking the control actions. The overall communi-
cation between different entities can be grouped into the following [11,12]:

• Vehicle-to-Vehicle Communication: It  enables vehicles to share 
the collected information among them. This information typically 
includes information related to local traffic, congestion, road condi-
tions, accidents, parking availability, and so forth.

• Vehicle-to-Infrastructure Communication: It  enables interaction 
between the vehicles and the core infrastructure to share informa-
tion in order to optimize the use of the road network to reduce 
congestion, environmental pollution, and so forth. This  type of 
communication is wireless and involves a bi-directional flow of 
information.

• Vehicle-to-Cloud Communication: It  enables vehicles to commu-
nicate with remote cloud servers in order to exchange information 
that is stored for the long term and is used by the vehicles in order 
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to serve a particular purpose. This  type of communication is also 
used for providing collaborative services including entertainment, 
e-Health, and so forth. 

Apart from the above discussed communication categories, Vehicle-to-
Pedestrian (through devices, such as smartphones)  [13] and Vehicle-to-
Network  [14] communication terminologies are also becoming popular. 
Vehicle-to-Everything communication refers to the transmission of informa­
tion collected by the embedded vehicular sensors to other entities that are 
directly or indirectly associated with the vehicles [15]. 

The following subsections discuss the technologies involved in the devel­
opment and functioning of CADVs and some of their positive aspects, along 
with some forecasts associated with CADVs. 

6.2.2 Underlying Technologies 

6.2.2.1 Radio Detection and Ranging 

Automated vehicles are equipped with radio detection and ranging (RADAR) 
that emits radio waves. When these radio waves fall on an object, bounce off, 
and return back to the receiver, that helps in estimating the distance from the 
object. Short range radars are capable of detecting the distance from objects up to 
20 meters away, medium range radars have the capability to look for objects up to 
80 meters away, and long range radars can detect objects up to 150 meters away. 
Short range radar utilizes cameras to provide information about angles, while 
long range radar provides directional information. Short range radars are used in 
collision warning, blind spot warning, and parking assistance. On the other hand, 
long range radars are used in automatic cruise control (ACC) for determining 
the distance from the vehicle in front as well as the speed of the vehicle and in 
automatic emergency braking systems. Metallic objects at RADAR frequencies 
reflect a signal at significant levels, while non-metallic objects including rainwa­
ter and rocks do not, which makes them invisible at radio frequencies [16]. 

Gong et al. [17] presented a cooperative ACC design for CADVs consider­
ing topological structure for dynamic flow of information and compared the 
ACC design with fixed information flow topological structure. Branson [18] 
proposed a system for RADAR localization in CADVs. 

6.2.2.2 Light Detection and Ranging 

Light detection and ranging (LiDAR) is a surveying technology that involves 
the emission of laser signals that bounce back from the object for calculating its 
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distance from the vehicle based on the time the signal takes to travel the complete 
distance. It can also determine angles accurately in horizontal and vertical direc­
tions and generates 3D data having an accuracy lying within 2 centimeters. These 
data when integrated with 2D map data allow automatic navigation by vehicles. 
It  is used for trajectory planning and aerial survey to produce high-resolution 
maps for the automated vehicles to work with and for obstacle avoidance. These 
have a wider field of view, enabling the detection of obstacles over the curves. 
Since LiDAR utilizes a relatively shorter wavelength than RADAR from the elec­
tromagnetic spectrum that makes it suitable to map an obstacle of the same size or 
larger than the wavelength, it produces more accurate mapping in comparison to 
RADAR systems. LiDAR measurements can be fused with RADAR and a color 
camera for grid-based processing and detection and tracking of multiple objects. 

Gao et  al.  [19] proposed a method for object classification using a 
Convolutional Neural Network-based fusion of vision and LiDAR data. 
Chesworth et  al.  [20] discussed the optical requirements for LiDAR-based 
transmitter systems for autonomous vehicles. Gleaves et al. [21] discussed an 
advanced millimeter wave all-weather RADAR with a long range and high 
resolution. This  RADAR enables multiple targets detection using mono-
pulse signal processing, electronic scanning, and IQ mixing. Zofka et al. [22] 
proposed a framework called Sleepwalker, for verification and validation of 
CADVs using LiDAR simulations. 

6.2.2.3 Global Positioning System 

Satellite technology is utilized by a GPS to provide position- or location-
specific information within a range of 5 meters. A GPS is affected by a number 
of factors including the presence of tunnels, radio interference, weather condi­
tions, and urban canyons [23]. To obtain better coverage, an increased num­
ber of satellites are used. To locate the vehicle and for establishing its initial 
position, the GPS receiver takes between 30 to 60 seconds. Hence, the vehicle 
has to delay its departure in order to get this initial fix computed. A GPS in 
the public domain has open access, whereas in military applications, it uses 
encrypted signals to transmit the information. 

Liu et al.  [24] proposed a GPS navigation algorithm based on an adap­
tive Kalman filter considering the information fusion method. The method is 
capable of determining the noise value and suppressing the white noise. 

6.2.2.4 Ultrasonic Sensors 

Ultrasonic sensors use high-frequency sound waves for measuring the time 
of flight of the reflected sound in order to determine the distance from the 
object [25]. If l denotes the distance of the object from the vehicle, v denotes 
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the speed of ultrasonic waves in the air, t denotes the time of flight, and a 
denotes the angle of the path taken by the waves with the horizontal direction, 
then using following relation, l can be determined as [26]: 

vt cos a
l = . 

2 

The concept of Doppler shift can be used for moving object. These sensors are 
used while lane keeping, reversing, parking, and ACC. 

Li et al. [27] presented an approach for obstacle tracking using ultrasonic 
sensors arranged in a linear fashion. The authors compared their performance 
with the triangle positioning method. 

6.2.2.5 Dedicated Short Range Communications 

Dedicated short range communications is a one- or two-way wireless commu­
nication protocol for enabling short-to-medium range communication among 
automated vehicles and between vehicle and stationary transport infrastructure. 
This protocol is appropriate for enhancing the safety system for navigation, info­
tainment, and collision warning. Sensing is enabled that is not just restricted to 
line-of-sight, i.e., for alert generation in case of objects that cannot be seen directly. 

Wang et al. [28] proposed a collision warning method based on informa­
tion fusion of dedicated short range communications and GPS, and using an 
adaptive Kalman filter to predict the trajectory of the vehicle and for analyzing 
the collision probability. 

6.2.2.6 Cameras 

Cameras are used for the recognition of lane markings over the road and road 
signs through the detection of boundaries and color. These can be used for the 
measurement of rate of change between the objects in the front, such as whether 
the driver is overtaking a relatively slower moving vehicle or a pedestrian. Unlike 
other sensors, cameras can also be used to obtain the geography related informa­
tion. These are used for the object recognition and detection of obstacles. Fusion 
with other sensors can be utilized to obtain the 360-degree information. Based 
on the number of cameras in use, autonomous vehicles can act as mono-vision 
systems in which along with the camera, different sensors are used to determine 
information about other aspects (such as depth), and stereo systems are used in 
which the overlapping area of two cameras is used to determine the depth. 

Elie et al. [29] devised a system for autonomous valet parking by utiliz­
ing plenoptic cameras. Cao et al. [30] presented a navigation framework using 
stereo cameras for autonomous vehicles and compared the performance with a 
conventional Cartesian-based method. 
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6.2.2.7 Other Sensors 

Inertial Measurement Units including accelerometers, gyroscopes, and incli­
nation sensors are used to provide acceleration, velocity, and orientation infor­
mation. Park et al. [31] proposed a lateral control system for lane keeping in 
CADVs involving the collection of directional data by Inertial Measurement 
Unit sensors and vision sensors. Tire-pressure monitor systems are used to 
provide tire-specific information, such as number of rotations in a given time 
that can be utilized to determine the radius of the wheel. Engine control sen­
sors are used to provide engine-related information including temperature, air 
flow, and exhaust gas that is utilized for regulating engine activity or to adjust 
engine conditions [32]. The functionality of the vehicle is controlled through 
acquisition, processing, and electronic signals. 

6.2.2.8 Mapping Technologies 

Mapping technologies are used to map the roads with higher resolution with 
the use of variables. These maps contain information related to the lane mark­
ings, slope and width of road, and so forth. Digital maps are not  restricted 
to line-of-sight and have relatively greater range than conventional sensors. 
Bosch, Google, and Nokia are some of the leading industries that have devel­
oped their own navigation systems for environmental map generation [33–35]. 

Maturana et al. [36] described a navigation system based on semantic map­
ping and geometric coding for off-road driving. Li et al. [37] presented a col­
laborative mapping-based autonomous parking system for multi-story parking 
using Bayesian probabilistic updating and 3D LiDAR point cloud registration. 

6.2.2.9 Route Planning and Navigation Algorithms 

Route planning algorithms aim at determining the shortest route toward a des­
tination. In case of blocked regions and high traffic, they are responsible for 
determining the alternate and faster routes. These algorithms consider exits, 
road intersections, and on-ramps as decision points, whereas links are taken as 
the roads connecting them. Environmental information is also used for plan­
ning a lane change or taking a smooth turn. After route planning is done, navi­
gation algorithms are utilized so that the vehicle is able to navigate through 
the selected routes. Particle swarm optimization [38], fuzzy logic [39], deep 
learning [40], and machine learning [41] are some of the popular concepts for 
developing route-planning algorithms. 

González et al. [42] presented a review of different motion planning algo­
rithms for intelligent vehicles. Zhang et al.  [43] proposed a steering control 
approach for path tracking using fuzzy modeling considering parametric 
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uncertainties. Schambers et al. [44] proposed a route-planning algorithm for 
CADVs using the Bellman-Ford algorithm and implemented the algorithm on 
an embedded Graphical Processing Unit system. 

6.2.3 Potential Benefits and Forecasts 

Since the way operations are performed by CADVs is essentially different 
from human-driven vehicles, these can be programmed in a manner to opti­
mize their functionality in order to deliver maximum benefits. Following are 
some of the expected key advantages of CADVs [45,46]: 

•	 Unmanned Vehicles: People with disability or older citizens will also 
be able to garner the benefits of autonomous vehicles. There will be 
no need to get a driving license or to undergo a driving test. 

•	 Efficient Transportation: Reduced congestion, increase in lane 
capacity, and real-time route optimization are some of the factors 
that would lead to efficient transportation. Autonomous vehicles 
will make the traffic flow efficient by avoiding traffic congestion. 
Real-time information will be used for route determination and 
optimization through communication among the vehicles and the 
core infrastructure. These are designed in a way to optimize effi­
ciency of the control system including braking and acceleration, 
which in turn would cause lesser fuel consumption, thereby improv­
ing the fuel efficiency. 

•	 Safety: From the safety point-of-view, autonomous vehicles will dras­
tically reduce the occurrence of accidents because of the decrease 
in the rate of human control and minimum involvement of human 
errors. Factors like slow reaction time, lack of experience, overspeed­
ing, and distracted driving that are some of the main causes of road 
accidents will be omitted while autonomous vehicles in use. 

•	 Robust and Resilient Transport Infrastructure: Core infrastructure 
will be able to maintain an acceptable level of performance even in 
the case of internal and external disturbances, such as malicious and 
unexpected threats. 

•	 Environmentally friendly Vehicles: Reduced fuel and energy con­
sumption will certainly reduce the emissions from the autonomous 
vehicles. Fuel consumption increases while driving at high speeds, 
while applying brakes, and during re-acceleration. The driving style 
of autonomous vehicles will cut out these factors, thereby resulting 
in lesser battery power consumption, burning of fuel, and environ­
mental pollution. 
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It  has been predicted that the market size of partially autonomous vehicles 
will reach 36 billion U.S. dollars, and the market size for fully autonomous 
vehicles will reach 6 billion U.S. dollars by the year 2025  [47]. As per the 
claims of optimists, 90% of the contribution in crashes comes from the human 
errors, and consequently, autonomous vehicles will reduce the contribution 
by 90% [48]. The world’s leading automakers including Ford, BMW, Honda, 
Toyota, Renault, Nissan, and Volvo are planning and investing to bring autono-
mous cars on the road in the coming decade [49].

6.3 COMPUTING PARADIGMS

The three main computing paradigms for CADVs are depicted in Figure 6.4 
and are discussed in the following subsections.

6.3.1 Artificial Intelligence

Intelligent automation or automated driving technology involves embed-
ded decision-making over the processed data or information, which in turn 
is based on inherent artificial intelligence (AI). Although the simulation of 
the complete intellectual proficiency of the human brain will take a long 
time, still it is possible to map some of the cognitive activities of humans to 

Artificial 
Intelligence

(Embedded Decision 
Making)

End-to-End 
Networking

(Application-
Specific 
Features)

Edge 
Computing

(Storage and 
Processing)

FIGURE 6.4 CADV computing paradigms.
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machine intelligence for the formulation of driving cognition. Gartner made 
a survey according to which, as of mid-2017, more than 46  companies are 
developing AI-based software for controlling the functionality of autonomous 
vehicles [50]. AI utilizes audio cognition, visual cognition, concentration, con­
sciousness, thinking, and decision-making capabilities of the human brain. 
It  serves three core functionalities in automated driving – sensing (involves 
environmental perception and passing the information through highly power­
ful computational devices to generate an environmental model that includes 
details about the road, obstacles, and pedestrians), mapping (involves updating 
the environmental view with the current one in a real-time fashion), and driv­
ing policy (embedded into the driving platform through which the vehicle is 
capable of informing the situation of the surroundings on the basis of which 
strategy is built and decisions are made) [51]. Sensor information and intelli­
gent decision-making are decoupled in order to prevent the number and posi­
tion of sensors putting any direct impact on the decision-making. 

Artificial vision is deployed in autonomous driving technology to perform 
the driving tasks including [52]: 

•	 Detection of Lane: It  involves localization of the road (by creat­
ing a map of the appropriate path), determining the approximate or 
relative position between the road and the vehicle, and analyzing 
the way or direction in which the vehicle is heading. A number of 
lane detection approaches exist in the literature, including localiza­
tion of painted markings on the road surface or lane markings, use 
of color cameras for unstructured roads, use of concentric circles, 
focusing on the small area over the road ahead of the vehicle, sta­
tistical methods, chromatic saturation, polynomial representation, 
contour-based methods, linear lane models, triangular road models, 
and so forth. 

•	 Detection of Obstacle: It  involves localization of all the possible 
obstacles on the vehicle’s path. These obstacles can be other vehi­
cles or some other generic objects on the road. Obstacle detection 
techniques include edge detection and obstacle modeling, localiza­
tion of the vehicles based on the search for specific patterns (such as 
shape and symmetry), identification of free space, analysis of opti­
cal flow (sequence of two or more images), and processing of non-
monocular image sets that involves identification of resemblance 
or correspondences among pixels in different images (stereo vision 
and trinocular vision). 

•	 Detection of Pedestrian: It  involves localization of the pedestrian 
across the road. It is still a challenging task to detect people because 
of their different dressing style, scenic background, and sudden 
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change in background. Approaches for pedestrian detection include 
pattern analysis, use of stereo vision, shape detection, and tracking. 
The focus of these approaches is to recognize human shape and gait 
and segmentation with stereo and motion. 

Chen et al. [53] presented a supervised learning-based algorithm using a barrier 
function for obstacle avoidance in low-speed autonomous vehicles. This algo­
rithm works in integration with a navigation algorithm in a plug-and-play fashion. 

6.3.2 Vehicular Cloud Computing 
or Edge Computing 

Environmental conditions are sensed by the sensor platforms, and infor­
mation related to the road conditions, GPS location, and so on is collected. 
Vehicles are also getting advanced from simple data consumers to data pro­
ducers. They utilize embedded sensor technology and generate a bulk of data. 
The sensed data undergo data filtration and are uploaded over the cloud [54]. 
However, in some cases, this data cannot be uploaded over the cloud for pro­
cessing due to security reasons. While dealing with applications that involve 
a bulk of data requiring real-time processing, edge computing provides an 
appropriate solution. It involves processing the data closer to their source and 
utilizes distributed computing infrastructure locally. 

For providing the collected data and information to the drivers or vehicles, 
these intelligent agents or vehicles promote local collaborations through con­
tent sharing with a goal of providing a rich user experience. Mobile cloud 
technology, also known as vehicular cloud, is the core system environment 
temporarily created for providing the essential services to the autonomous 
vehicles including content sharing and search, routing, data dissemination, and 
attack protection. Vehicles within a local relevance with enhanced processing 
and storage processing capabilities and Roadside Units as a stationary member 
constitute the cloud within which vehicular services are generated, managed, 
and consumed. It uses open interfaces and standards to provide autonomous 
vehicle applications that are shared by manufacturing industries. It  enables 
efficient communication, extends the interaction capability, and provides a dis­
tributed processing environment to a network of autonomous vehicles by inte­
grating the sensor technology, data fusion, and database sharing applications. 

The  typical applications of vehicular cloud computing (VCC) in the 
autonomous vehicle industry include maintenance of the vehicles using soft­
ware updates, prevention of traffic congestion, sharing information about road 
conditions, accident alerts and safety applications, parking management, and 
evacuation planning  [55]. Autonomous vehicles incorporate three categories 
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of inter-linked resources  – sensors, computational units, and storage units. 
Sensors are involved in self-actuation and detecting the physical world events, 
and external systems read and control these sensors through the Internet. 
Computational resources perform processing over the sensed data, whereas 
storage resources store the sensed or processed data and enable data sharing. 

Establishment of a virtual vehicular computing platform involves differ­
ent phases that are discussed as below [56]: 

•	 Cloud resource discovery or detection: In this phase, a cloud leader cre­
ates a temporary VCC platform for completing an autonomous driving 
application. It broadcasts a resource request message among vehicles 
and Roadside Units in the vicinity that can serve with the desired sens­
ing resources, which in turn depends upon the nature of application. 

•	 Cloud formation: In this phase, the cloud leader, on receiving the 
appropriate reply messages containing the resource information 
from the cloud members, creates a new cloud by selecting these 
cloud members. 

•	 Task assignment and result collection: In this phase, the cloud leader 
assigns the appropriate tasks to the cloud members in order to fulfill 
the application requirement and collects the relevant results from them. 

•	 Content sharing: In this phase, the cloud leader processes the infor­
mation collected from the cloud members and broadcasts it across 
all the nodes in the network. The autonomous vehicles designated 
for the relevant application consume this information. In addition, 
other vehicles store the content for future reuse. 

•	 Maintenance of cloud: Cloud members may send a message for 
leaving the cloud to the leader, and the job of the leader is to replace 
that member with another so that the application requirements can 
be fulfilled. 

•	 Cloud release: The cloud leader sends a cloud release message to all 
the members once the cloud has served the purpose and is of no use. 

6.3.3 End-to-End Networking 

End-to-end networking is associated with the application-specific features 
residing at the end nodes or communication endpoints rather than intermedi­
ary nodes, such as routers or gateways. CADV systems are embedded with 
an obstacle avoidance system that works by mapping the raw input images to 
possible steering angles [57]. For example, end-to-end neural networks can be 
trained to take images captured by the camera as input and to steer the vehicle 
in order to navigate in a parking lot. Supervised learning is used for training 
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these systems in order to predict the steering angles based on the ones pro­
vided by the human driver during different training scenarios, such as different 
weather conditions, lighting conditions, obstacles, and terrain types. 

Xu et  al.  [58] presented a model based on end-to-end learning from 
crowd-sourced video data for predicting the motion of autonomous vehicles 
using monocular camera images. Bojarski et al. [59] discussed an end-to-end 
approach to train a convolutional neural network to map pixels from the single 
front-facing camera placed in the vehicle into steering commands. 

6.4 SECURITY ISSUES AND 
 
EXISTING COUNTERMEASURES
 

With the increasing dependency on the underlying hardware and software 
platforms to make navigation decisions in CADVs, it becomes equally impor­
tant to understand the security related risks and barriers. Moreover, it is nec­
essary to figure out the possible solutions and the feasibility of implementing 
the security [60]. These can be associated with the system software and hard­
ware, applications, communication network, and driver’s privacy [61]. Security 
attacks associated with autonomous vehicles revolve across a number of fac­
tors, including attacking agent, attacker agent, motivation toward attack, level 
of expertise required, system access, system knowledge, and window opportu­
nity as highlighted in Figure 6.5 [10,62,63]. Other than these, the time elapsed 
for identifying the vulnerabilities, available equipment, and impact of the 
attacks are some of the promoting factors. 

In the following subsections, we cover some of the security challenges and 
existing countermeasures from the literature that are related to the underlying 
computing paradigms as well as with the associated entities in CADV systems 
(Figure 6.6). 

6.4.1 Challenges and Countermeasures 
Associated with Computing Paradigms 

Table 6.1 summarizes the security issues and corresponding countermeasures 
associated with different computing paradigms involved in the development of 
the autonomous vehicles. 
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FIGURE  6.5 Factors associated with security attacks against autonomous 
vehicles.

FIGURE 6.6 Taxonomy of security challenges in CADV technology.
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TABLE 6.1 Security challenges and existing countermeasures associated with 
computing paradigms 

COMPUTING SECURITY 
PARADIGM CHALLENGES IMPACT COUNTERMEASURES 

AI Poor design Unexpected 
behavior 

Safety by design, 
isolation, and 
segmentation, 
software updates 

Bad weather 
conditions 

Uncontrolled 
behavior 

Planning and testing 

Introduction of 
vulnerabilities 
through reward 
hacking 

Manipulated 
working 

Trip wires, reward 
pre-training, 
adversarial blinding 

Improper 
coordination 

Accidents Constrained-based 
learning 

Level of freedom 
of control and 
independence 

Increasing chances 
of aggregate 
failures 

Training in risk-free 
simulated 
environment 

Changing 
environmental 
conditions 

Unexpected 
behavior 

Deliberative and 
reactive planning 

VCC DoS attacks such 
as jamming 

Information 
unavailability 

Frequency hopping, 
channel switching, 
use of multiple 
transceivers, 
congestion database 

Malware Resource exhaustion Intrusion Detection 
injection System (IDS), system 

integrity check 
Information 
disclosure 

Privacy breach and 
information misuse 

Data anonymization, 
multi-factor 
protection schemes 

Privilege 
elevation 

Unauthorized access 
to protected data 
or resources 

Authentication, 
scalable security 
schemes 

End-to-End 
Networking 

Push-based 
features 

Security issues in 
unreliable network 
conditions 

Partial control 
distribution (fog 
nodes) 

Malware Unexpected 
behavior 

Alert generation 
mechanisms 
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6.4.1.1 Artificial Intelligence 

Poor structure of AI-based frameworks is responsible for numerous pragmatic 
security issues. Bad climate conditions can make AI-based smart vehicles 
behave like uncontrolled machines that can prompt unexpected behavior. 
Vulnerabilities can be presented in the processing framework so as to con­
trol its working, for example, reward hacking [64]. Improper coordination can 
prompt mishaps. For  example, the vehicle can squash anything on the way 
while searching for the fastest course to arrive at the destination. Another issue 
is to choose the opportunity of control and autonomy that ought to be given to 
the AI. Furthermore, structuring a robust AI-based vehicle that can adjust to 
the progressions through behavioral analysis in various natural conditions is 
additionally challenging. 

To manage security risks related to a poor design issue, developers and 
manufacturers should concentrate on embracing security mechanisms at 
each progression of the advancement of the product rather than only focusing 
on the usefulness of the finished result. Critical framework functionalities 
must be kept isolated from the non-critical assignments, for example, enter­
tainment, by utilizing isolation and segmentation. System and application 
programs must be kept up-to-date. Moreover, to manage bad climate condi­
tions, appropriate planning and testing of the vehicle ought to be guaranteed 
before the shipment. To keep away from the danger of vulnerabilities in the 
framework, for example, reward hacking, techniques like introduction of trip 
wires, reward pre-training, and adversarial blinding can be embraced [64]. 
To manage coordination issues, constrained-based learning systems can be 
embraced to improve productivity. In order to solve the independence prob­
lem, vehicles with AI control must be prepared in hazard-free simulated con­
ditions with unquestionable trials. To make CADV capable enough to adjust 
to evolving conditions, deliberative planning can be adopted for predictable 
ecological conditions and responsive planning can be embraced for unpre­
dictable conditions [65]. 

Lu et al. [66] discussed the impact of taking the images from different 
distances and angles to prevent the fooling of object detection in CADVs 
using adversarial examples. George et  al.  [67] discussed the role of AI in 
ensuring the security of the communication in CADVs. Siau et al. [68] dis­
cussed the concept of trust with respect to AI, machine learning, and robot­
ics, and the factors crucial for the establishment and continuity of trust in AI. 
Alheeti et al. [69] proposed an intrusion detection system for external com­
munication in CADVs using backpropagation networks to defend against 
DoS attacks. 
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6.4.1.2 Vehicular Cloud Computing 

Resource sharing in VCC promotes attacks against the cloud platform 
itself [70,71]. DoS attacks, such as jamming, can be directed so as to avoid the 
accessibility of the data over the virtual cloud formed by the vehicle for naviga­
tion purposes. A hardware security module that is in charge of executing cryp­
tographic operations of the framework is constrained by an upper bound on the 
maximum number of tasks that can be performed. Attackers can exploit this vul­
nerability to cause congestion. Malware can also be injected into the platform for 
resource exhaustion. The entire cloud network can be transformed into a botnet 
as well. Personal information gathered and stored over the cloud is also sus­
ceptible to disclosure. Malicious attackers can also exploit the software bugs or 
configuration flaws to obtain access to the otherwise protected data and assets. 

To manage DoS attacks, techniques such as frequency hopping, channel 
switching, and utilization of multiple transceivers can be adopted. In addition, 
a congestion database can be maintained to keep the records of the source of 
the attack, timing, and frequency. In order to prevent malware-based attacks, 
an Intrusion Detection System can be deployed and a system integrity check 
can be performed. To prevent disclosure of personal information, data ano­
nymization techniques can be utilized. In  addition, multi-factor protection 
schemes that can prioritize the user’s access actions can also be adopted. To 
prevent privilege escalation, authentication mechanisms can be embraced to 
verify the identities of the data- or resource-requesting entities. 

6.4.1.3 End-to-End Networking 

Pushing application-explicit highlights to the end nodes with a high level of 
complexity can generate issues in case of unreliable network connections. 
Besides, bugs or malware present in the vehicular computing system can give 
rise to various security issues. 

To keep away from security risks involved with end-to-end network­
ing, partial control must be distributed to fog nodes for real-time processing. 
In  addition, vehicles can be deployed with advance security capabilities to 
avoid risks in order to establish an intelligent and self-defending network that 
can generate alarm in attack situations. 

6.4.2 Challenges and Countermeasures 
Associated with Participating Entities 

In this subsection, we discuss the challenges associated with participating enti­
ties, along with the countermeasures proposed in the literature. 
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6.4.2.1 Vehicles 

Security issues and countermeasures associated with different technologies 
involved in the development of CADVs are summarized in Table 6.2. 

6.4.2.2 Connection Infrastructure 

For establishing communication among vehicles, between the vehicle and the 
core infrastructure, and between the vehicle and the cloud, various commu­
nication methods are used. Different security attacks related to the commu­
nication networks include DoS or DDoS attacks, password and key attacks 

TABLE 6.2 Vehicle-specific security challenges and existing countermeasures 

TECHNOLOGY SECURITY ISSUES/
 
ENTITY USED ATTACKS SECURITY SOLUTIONS
 

Vehicles GPS 
(low-level 
sensors) 

Inertial 
Measurement 
Unit 

Engine control 
sensor 

Rogue signals, 
Spoofing and 

Jamming (noisy 
signals) 

DoS 

Interception, 
Man-in-the-middle 
(MITM) attack 

Interference 

Compromising 
sensors to 
simulate false data 

Modifying packets, 
Introducing rogue 
data packets 

Validation mechanisms, 
Monitoring 
identification codes and 
satellite signals, Using 
time intervals, 
Threshold-based 
monitoring of changes 
in signal, Observing 
signal strength, 
Cryptographic 
mechanisms, Digital 
signatures 

Secondary source of 
measurement through 
additional sensors 

Encryption mechanisms 

Encryption mechanisms, 
Signal monitoring 

Deploying control unit to 
monitor information 
being transmitted 

Cryptographic and 
authentication 
mechanisms 

(Continued) 
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TABLE 6.2 (Continued) Vehicle-specific security challenges and existing 
countermeasures 

TECHNOLOGY SECURITY ISSUES/
 
ENTITY USED ATTACKS SECURITY SOLUTIONS
 

Tire pressure Reverse 
monitor engineering 
systems sniffing 

Identity tracking 
Spoofing 

Manipulation of 
tire pressure 
readings and fake 
warnings 

LiDAR Spoofing, 
Deceiving, and 
Jamming 

Ultrasonic Spoofing (random 
sensors and adaptive) and 

Jamming 

Cameras Blinding camera 
using high-
powered lights 

Vehicles Engine DoS, Attacker 
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(e.g.,  rainbow table, dictionary, and brute force attacks), network protocol 
attacks (e.g., spoofing and interception), rogue updates, phishing and ransom-
ware, and so forth [72]. In order to prevent these attacks, some of the already 
existing methods include adoption of stronger cryptographic mechanisms with 
large size keys, deploying a distribution model for firmware update, protocol 
analysis, revocation of privileges, authentication [73], and so on. 

Vulnerabilities associated with the large number of ECUs and the under­
lying software entice attackers to attack CADVs. Attacks associated with 
physical access can be either direct attacks, such as bus tapping, on-board 
diagnostic port exploitation, media systems exploitation, removal or replace­
ment of hardware modules, or indirect attacks  [74]. Direct attacks can be 
prevented through access control mechanisms [75], and indirect attacks can 
be avoided through the appropriate exploitation of the different aspects of 
the system. 

The  presence of different sensor units opens ways for disruption by 
malicious users. Attacks related to close proximity include hijacking attack, 
Bluetooth device compromise, disorientation, keyless entry, ignition systems 
exploitation, signal jamming for connected devices (e.g., trivial jamming, peri­
odic, and reactive attack), and so forth. In order to prevent these attacks, signal 
detection can be done and cryptographic mechanisms-based Bluetooth proto­
cols can be adopted [76]. 

Wireless communication techniques make CADVs vulnerable to vari­
ous malicious activities. Remote access vulnerabilities include device com­
promise, map database poisoning, radio-, cellular-, and Internet-enabled 
exploits, etc. In order to prevent these attacks, third-party verification and 
stronger encryption mechanisms along with a plausibility check can be 
employed. 

6.4.2.3 Human Aspects 

Although privacy is not  considered as an immediate concern, high inter-
connectivity of the autonomous vehicles makes them vulnerable to hacking 
that can lead to unauthorized and malicious access to the vehicular data, which 
in turn can be misused to cause personal damage to the people using it. Thus, 
ensuring privacy of the people is an important area of concern [77]. Different 
activities can violate the privacy of drivers, such as tracking a user’s location 
and stalking the driver for theft. These can be prevented through encryption, 
data anonymization, and trust mechanisms, along with appropriate design­
ing of CADVs and the core infrastructure. An adversary can also exploit the 
behavioral aspects of user, such as by compromising a non-technical human 
operator. These can be prevented by educating and training the driver or by 
monitoring the activities including runtime signal level. 
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Sherif et al. [78] proposed a scheme that addresses the privacy issues in 
ridesharing scenarios using a similarity measurement technique on the already 
encrypted data, enabling users to share rides while maintaining location pri­
vacy with other users. Taeihagh et al.  [79] discussed the technological risks 
associated with CADVs and different ways in which cybersecurity and privacy 
can be achieved. 

6.5 ONGOING RESEARCH EFFORTS
 

MIT AgeLab in a joint effort with Toyota has planned an research initiative, 
the Collaborative Safety Research Center, for developing and analyzing motion 
planning and deep learning perceptron-based advances [80]. The venture will 
concentrate on improving the security and safety of drivers and pedestrians 
by contemplating the anatomy of accidents. Likewise, the Drive Me project 
started by Volvo is associated with analyzing the effects of introducing autono­
mous vehicles to the street transportation framework and collecting statistics 
related to the traffic flow, energy efficiency, and safety of the vehicles  [81]. 
The Society of Automotive Engineers International is a U.S.-based associa­
tion engaged in characterizing benchmarks and scientific classification for 
CADVs [82]. A progressing venture by the University of Michigan (UM) Ford 
Center for Autonomous Vehicles is focusing on incorporating deep learning 
techniques with sensor innovation for self-driving cars [83]. 

Cognitive science along with approaches including Bayesian models 
and team reasoning concepts are also becoming popular areas of study while 
designing autonomous driving capabilities [84]. Blockchain technology is also 
being explored by researchers to establish security features in cloud and edge 
computing-based autonomous vehicles [85]. Far infrared technology has become 
an area of research in which a far infrared camera acts as a passive means to 
sense the signals from the heat radiating objects for detecting these objects [86]. 

6.6 OPEN RESEARCH CHALLENGES
 

Although CADVs are envisioned to provide comfort and opportunities by 
manipulating the interactions of travelers with the transportation systems, 
there are a plethora of obstacles and research challenges that need to be identi­
fied in order to ensure seamless deployment of these systems. These are out­
lined in the following subsections. 
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6.6.1 Deployment and Operational Costs 

Large-scale adoption of CADVs is limited by the deployment and operational 
costs. Different components embedded within the vehicles including sensors 
and navigation technology incur significant costs that are typically not afford­
able by regular customers [87]. In addition, the operational features like ACC 
and safety techniques raise the overall operational costs significantly. Thus, 
cost is an important implementation barrier because of the unaffordability of 
the underlying technologies involved in the development of CADVs. 

6.6.2 Security 

Ensuring the security of CADV systems is a constant concern among the man­
ufacturers, policymakers, and drivers. Reliable defense mechanisms need to 
be developed to prevent the threats and vulnerabilities associated with these 
systems in order to bring the realization of the corresponding attacks to a dif­
ferent level. Some of the questions that are yet to be answered include updat­
ing the CADV software while maintaining the security, switching control 
between the driver and the underlying automated system in case of a cyber 
threat, response generation in case of a wide-scale cyber attack, accountability 
issues, and so on. In addition, processing a large amount of data while at the 
same time ensuring the secure accessibility and usage of the data is challeng­
ing. Security parameters associated with the communication protocols, the 
core infrastructure, and the vehicles themselves require careful monitoring in 
order to avoid any disruptions due to malicious entities. However, since a typi­
cal CADV system behaves as an access point, it seems practically impossible 
to make the system completely secure. Moreover, these can be used as a point 
source to broadcast the attack across other systems. This would pose a great 
challenge for the hardware and software developers with huge negative conse­
quences. Apart from known vulnerabilities, unknown vulnerabilities also pose 
security issues and can turn CADVs into a major crime tool [88]. 

6.6.3 Privacy 

Different privacy related concerns associated with CADVs have been raised 
including the type of data to be collected and stored, data ownership and control, 
data sharing, entities utilizing the data, location privacy, and so forth. Information 
associated with source and destination, the route followed by the vehicles, the 
time and date of travel, and driver’s identity require appropriate and adequate 
safeguards in order to avoid misuse. However, ensuring the safeguards within 
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a heterogeneous working environment consisting of different technologies and 
involved stakeholders including government organizations, suppliers, agencies 
involved in surveillance and monitoring, communication service providers, 
advertisement agencies, policymakers, and designers is an open research chal­
lenge. Moreover, the privacy requirements of a self-contained vehicular model 
and an inter-connected vehicular model are different and require an extra level of 
effort to understand and fulfill. 

6.6.4 Legal and Ethical Aspects 

Legal aspects are among the critical challenges and include the technical 
standards and public policies, along with traffic regulations  [89]. There  is 
no appropriate uniform legal framework for testing and using the automated 
vehicles across the world, which is a hurdle for this technology. According 
to the Vienna Convention (1968) Article 8, “Every moving vehicle or com­
bination of vehicles shall have a driver,” and according to Article 13, “Every 
driver of a vehicle shall in all circumstances have his vehicle under control,” 
which implies that it does not allow fully automated vehicles in transportation 
systems [90]. 

Ethical concerns are also among the most important aspects while 
implementing CADV systems. CADVs are expected to make correct deci­
sions all the time, including emergencies. For  example, there might be a 
situation in which although the path is clear for the vehicle, a pedestrian sud­
denly comes in the way. The vehicle is expected to reduce its speed despite 
the pedestrian breaking the road rules. However, the ultimate responsibility 
to be imposed in case of an accident is still a dilemma [91]. Thus, there is a 
need to develop efficient decision-making algorithms to follow the ethical 
norms. 

6.6.5 Validation and Testing 

To ensure safety and flawless functioning of CADVs in real-time, there is 
a demand for a significant effort while designing new concepts and testing 
systems to evaluate the performance of the vehicles in a simulated environ­
ment. Varying components (human participants, underlying software and 
hardware, and algorithms) and environmental conditions must be considered 
to validate the functionality of the vehicles [92]. Field Operational Tests are 
of the utmost importance to analyze and strengthen the safety and reliability 
of CADVs [90]. 
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6.6.6 Standardization 

There is no uniform standard for the underlying infrastructure development, 
data management, system design, and communication protocols. Different 
nations across the world are formulating their own standards, and establishing 
an agreement and harmonizing the agreement is one of the biggest challenges 
in the field. Because of the different underlying technologies, coordination and 
standardization of these technologies and security primitives is necessary [93]. 
However, even if the development of CADVs become standardized and more 
generic, it would lead to cyber attacks in which hacking a single vehicle can 
lead to the spread of the attack across other vehicles belonging to a different 
industry [95]. 

6.6.7 Other Aspects 

The  commercial availability of CADVs is accompanied with a high degree 
of uncertainty. And the promoting factors other than discussed above include 
regional modeling, operational and connectivity requirements, road infrastruc­
ture, transit facilities, policymaking, shared mobility, and so on  [95]. Thus, 
designing next generation autonomous vehicular systems needs to incorporate 
proper architecture planning, data management, and modeling distributed and 
parallel computing platforms [3]. 

6.7 SUMMARY
 

In  spite of the fact that the idea of completely self-governing vehicles may 
restrict a long effort to go into the market en masse, this innovation is advanc­
ing quickly with certain highlights being offered by the vehicle producers in 
the present models. This innovation is equipped for decreasing mishaps, con­
gestion, improving eco-friendliness, and versatility. In any case, various secu­
rity issues still remain that are of great concern. Henceforth, it is necessary for 
engineers and producers to recognize these issues and security attacks that are 
explicit to this innovation and to address them to standardize the autonomous 
vehicle industry. 

This  chapter has featured the key underlying advances and paradigms 
related to the autonomous vehicular frameworks or CADVs and recognized 
the potential dangers or attacks related to them alongside the current mitigation 
methods. Some of the progressing research endeavors and the open research 
difficulties have additionally been achieved, giving an insight to the future 
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research directions. Some essential changes are required to keep up a high 
level of security and reliability across clients and the efforts of the policymak­
ers and manufacturers so as to create a powerful core framework and vehicles. 
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