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ABSTRACT
Theory is the bedrock of many sciences, providing a rigorous method to advance knowledge, through
testing and falsifying hypotheses about observable phenomena. To begin with, the nascent field of
HCI followed the scientific method borrowing theories from cognitive science to test theories about
user performance at the interface. But HCI has emerged as an eclectic interdiscipline rather than a
well-defined science. It now covers all aspects of human life, from birth to bereavement, through all
manner of computing, from device ecologies to nano-technology. It comes as no surprise that the role
of theory in HCI has also greatly expanded from the early days of scientific testing to include other
functions such as describing, explaining, critiquing, and as the basis for generating new designs. The
book charts the theoretical developments in HCI, both past and present, reflecting on how they have
shaped the field. It explores both the rhetoric and the reality: how theories have been conceptualized,
what was promised, how they have been used and which has made the most impact in the field —
and the reasons for this. Finally, it looks to the future and asks whether theory will continue to have
a role, and, if so, what this might be.
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HCI theory, frameworks, models, design implications, third-wave HCI
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Preface
Human-computer interaction (HCI) has grown enormously in its relatively short history since
becoming a field in its own right in the early 1980s. As per Shneiderman (2011, p10), “we’ve grown
from a small rebellious group of researchers who struggled to gain recognition as they broke disciplinary
boundaries to a broad influential community with potent impact on the daily lives of every human.” In an
attempt to keep up with unprecedented technological developments, HCI has emerged as an eclectic
interdiscipline rather than a well-defined science. While it was concerned at its inception primarily
with the interface between a user and a computer it now covers all aspect of human life, from birth
to bereavement, through all manner of computing, from device ecologies to nano-technology.

One reason for HCI’s remarkable expansion is its unremitting desire to address whatever
seems fit; from critiquing domestic life to building brain-computer interfaces. No longer only about
designing computers that are easy to use, learn and remember, it considers itself capable of com-
menting and capitalizing on technologies in far-reaching ways, from helping save the planet to
encouraging world peace. Several HCI researchers have begun to reflect on the enormity of the
burgeoning field: from what is studied, designed and evaluated. Likewise, I consider it timely to take
stock and think both about our achievements and our future. Whereas Grudin (2012) thoughtfully
charted HCI’s checkered history, populated by the people who made it, the landmark research that
stands out and the legacy technologies and interfaces that changed our lives, the focus of this book
is the theoretical developments in HCI, both past and present, examining how they have shaped the
field. In particular, I explore both the rhetoric and the reality: how theories have been conceptualized,
what was promised, how they have been used and which has made the most impact in the field —
and the reasons for this. I also look to the future and ask whether theory will continue to play a
prominent role in research and, if so, what this might be, given the ever-changing challenges we
face.

Ten years ago the “user experience” (UX) was all the rage. There was much excitement about
what it meant in terms of engagement, enjoyment, fun and even the “felt” experience (Rogers et al.,
2011). The UX rapidly became popularized in practice, replacing the “user-friendly” slogan of old
school HCI. It was the essence of what people came into contact with, and referred to any artifact,
including “newspapers, ketchup bottles, reclining armchairs, cardigans, sweaters” (Garrett, 2010,
p10). This widening of HCI has given researchers the license to explore and reflect upon every nook
and cranny of life, and to experiment with all manner of technologies, conjuring up and writing
about topics that would have been inconceivable just a few years before, such as digitally enabled sex
toys (Bardzell and Bardzell, 2011).

Many others from all walks of academic life started to join the field, taking turns dismissing
and rejecting the early vanguards of HCI, and suggesting alternative ways of conceptualizing users,
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interactions and the user experience. Some argued for ousting old school HCI (N.B. The field
is only about 30 years old) in favor of different paradigms, such as the third wave (Harrison et al.,
2011, 2007). In the 2000s, interaction design became the new HCI (Löwgren and Stolterman, 2004;
Preece et al., 2003).

But what do such rapid and radical changes mean for a nascent field, such as HCI? The paint
has barely dried for one theory before a new coat is applied. It makes it difficult for anything to
become established and widely used. Judging by the diversity of papers that are now accepted at
the annual flagship U.S. conference, CHI, and its galaxy of sister venues (e.g., ItalCHI, NordCHI,
SouthCHI, OzCHI), there is no longer a coherent set of aims or goals, or accepted classification of
contributing disciplines. It seems anything goes and anyone can join in. The early mantra of HCI
“know your user” has in a few years all but been superseded by the socially aware slogan “make an
impact.” Instead of striving to fix interfaces so they are easy and obvious how to use, the community
is looking at how it can transform the world to be a better place.

Such flux would seem alien to established disciplines, such as physics and chemistry. Breaking
the mold requires a paradigm shift with a good deal of momentum. Within HCI, however, deep
roots have not had time to take a hold and so it is easier to go with the flow. The field is a follower.
Today, it is very much in tune with contemporary societal concerns. Its motivation has shifted from
efficiency and profit towards altruism and alleviating fear — there is a strong desire and belief that
we can help improve the lives of those who are impoverished or disadvantaged through designing
innovative technology solutions.

Given these new expectations, how does a researcher, designer or student of HCI know where
to begin to look for inspiration? The purpose of this book is to help them on their journey by charting
and critiquing the various theoretical developments throughout the history of HCI. It examines the
utility of the conceptual tools and analytic methods that have been imported, adapted and developed,
and how they have grounded concerns, problems and new opportunities through their theoretical
framing. Specifically, it asks how applicable they are in terms of how can they help researchers and
designers scope, manage and make sense of the space they choose to look at, work in or analyze.

A central theme is how and why HCI theory keeps changing its spots. Part of the reason is
a perceived need to continuously invent new theories in order to keep up with the changes afoot
that beset HCI practice. A recurring question this raises is the extent to which new insights and
applicable tools can be delivered that others, besides those producing them, can and will use. The
book discusses what this medley of theories might be and ends by speculating how new approaches
are faring against the changing world of research, design and practice.

Yvonne Rogers
May 2012
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1

C H A P T E R 1

Introduction
The world is messy, fuzzy, sticky,
theoretically ’tis all quite tricky. (Tom Erickson, 2002)

1.1 BURGEONING HCI

The field of human-computer interaction has burst its seams. Its mission, raison d’être, goals and
methodologies, that were established early on, have expanded and dissolved to the point that “HCI
is now effectively a boundless domain” (Barnard et al., 2000, p221). Everything is in flux, arguably,
more so than ever before: the theory that drives research is changing, a flurry of new concepts have
emerged, the domains, topics and user experiences being studied have diversified; many of the ways
of doing design are new and much of the technology and user experience that is being designed
for, in terms of platforms, applications, services, ecologies, etc., is significantly different from ten
years ago. The focus is no longer about human-computer interaction per se, but more about “the
creation of intuitive, simple, transparent interaction designs which allow people to easily express
themselves through various computationally enhanced tools and media.” (Bannon, 2011a, p17).
These changes reflect and capitalize on the rapid advances that have occurred in computing and
computation (see Grudin, 2012, for an extensive historical overview of HCI and related fields).

While potentially much is to be gained from such burgeoning growth, the downside is a
worrying lack of direction, structure and purpose in the field.What was originally a confined problem
space with a clear focus that adopted a small set of methods to tackle it — that of designing computer
systems to make them more easy and efficient to use by a single user — has now turned into a more
diffuse space with a less clear purpose as to what to study, what to design for and which methods to
use. It is now widely accepted that a specific problem space does not have to be identified, but an
opportunity to design for the unimagined and possible, is suffice. Moreover, global challenges that
previously were considered the realms of government and politics are now being promoted as major
research topics for HCI, for example, reducing global poverty through social media, mobile and
other technologies (see Shneiderman, 2011). At the same time, some have moved into uncharted
territories where even taboo subjects are analyzed. Many more topics, areas and approaches are being
published in HCI venues, including technology-enhanced sex, religion and food.

It is inevitable for a field that has become increasingly concerned with society, everyday living
and progress to have growing pains. A danger, however, of a nascent field, growing so fast and
without checks, is it spiraling out of control. There is no longer a consensus of its purpose or indeed
what criteria to use to assess its contribution and value to knowledge and practice. No sooner does



2 1. INTRODUCTION

an official body, such as the ACM, derive a charter for HCI, it is out of date. For example, the
definition of HCI prescribed by ACM’s SIGCHI on its website (SIGCHI, 2012) is restricted to
“the study and practice of the design, implementation, use, and evaluation of interactive computing
systems,” whereas there is much more happening in HCI today — judging by what is presented
at conferences, workshops, etc., and discussed in the blogosphere. Do we try to stem the tide and
impose some order and rules or let the field continue to expand in an unruly fashion?

Is HCI now CSCW, Human Factors and Ubicomp, too?

Human-computer interaction (HCI) is generally accepted as the umbrella
term for a field that includes and overlaps with several other fields and areas
(see Figure 1.1).

Interaction 
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Figure 1.1: The relationship between contributing academic disciplines,
design practices and interdisciplinary fields concerned with interaction
design (from Rogers et al., 2011).

The initial vision was of an applied science that could use cognitive science
theories and methods to inform the development of software (see Carroll,
2003). The goal was to understand how people make use of computational



1.1. BURGEONING HCI 3

systems and devices and how they could be designed to be usable and useful.
Since its inception, several other fields and approaches concerned with people,
design and technology have emerged, some splintering from HCI and others
evolving from different disciplines; these include CSCW, Ubicomp, cognitive
ergonomics, social computing and interaction design.The difference between
these and HCI is largely one of focus, in terms of the different methods,
philosophies and lenses that are used to study, analyze, and design computers.
Another is the scope and problems they address, where specific kinds of topics
may be emphasized. For example, Information Systems is concerned with the
application of computing technology in domains like business, health and
education, whereas Computer-Supported Cooperative Work (CSCW) broke
away from HCI’s single user unit of analysis, at the time, to focus on how to
support multiple people working together using computer systems (Greif,
1988).
While the newer fields have carved out their distinctiveness in terms of fram-
ing, rhetoric and identity to set them apart from each other and HCI, HCI
keeps recasting its net ever wider, which has the effect of subsuming them. For
example, the topics covered by many papers that first appeared in a CSCW or
an Ubicomp conference are now equally at home in the ACM’s CHI confer-
ence. While it is in the interest of the “other” fields to maintain their distinct
boundaries and separateness from HCI, HCI does not have to reciprocate. Its
tendency towards inclusiveness means it will continue to expand, sometimes
at the expense of others losing ground.

In an attempt to pin down a definition that reflected the changes a foot in the field, Jenny
Preece, Helen Sharp and myself chose the title Interaction Design: Beyond HCI for the three editions
of our textbook (Preece et al., 2003; Rogers et al., 2011; Sharp et al., 2007). We considered the term
Human-Computer Interaction was no longer representative, with its focus on a single user and
computer. Instead, the more general term “interaction design” was considered to be more encom-
passing, covering a wider range of design, people (sic) and interaction aspects: “designing interactive
products to support the way people communicate and interact in their everyday and working lives.”
(Rogers et al., 2011, p9) But even this definition misses out on much of the day-to-day practice of
interaction design, both in academe and industry. In particular, it fails to capture recent trends, for
example, of putting human values first, such as ethics (Harper et al., 2008) and moves towards doing
research “in-the-wild” (Rogers, 2011).
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1.2 CONCEPTUALIZING HCI: FROM PARADIGMS TO
FRAMEWORKS

A number of sources of inspiration and knowledge have been used to inform design and guide
research in HCI, including paradigms, theories, models, frameworks and approaches (Carroll, 2003;
Rogers et al., 2011). These vary in terms of their scale and specificity to a particular problem space.
At the highest level is a paradigm; this refers to a general approach that has been adopted by a
community of researchers and designers for carrying out their work, in terms of shared assumptions,
concepts, values and practices. At the next level is a theoretical approach or perspective that refers
more generally to the assumptions about a phenomenon being studied or designed for, the lenses
used to analyze it and the questions asked, that are grounded in a theoretical tradition, for example,
within social psychology, design or engineering. A theory is a well-substantiated explanation of
some aspect of a phenomenon, for example, the theory of information processing that explains how
the mind, or some aspect of it, is assumed to work. A model is a simplification of some aspect
of HCI, intended to make it easier for designers to predict and evaluate alternative designs. A
framework is a set of interrelated concepts and/or a set of specific questions that is intended to
inform a particular domain area, e.g., collaborative learning, online communities or an analytic
method, e.g., ethnographic studies. A number of frameworks have been introduced in HCI to help
designers constrain and scope the user experience for which they are designing. They can come in a
variety of forms, including steps, questions, concepts, challenges, principles, tactics and dimensions.
For example, there are frameworks for helping designers think about how to conceptualize learning,
working, socializing, fun, emotion, etc. and others that focus on how to design particular kinds of
technologies to evoke certain responses, e.g., persuasive technologies and pleasurable products.

HCI Paradigms

In general, a paradigm provides a set of practices that a community has agreed
upon (Rogers et al., 2011). These include:

• questions to be asked and how they should be framed;
• phenomena to be observed;
• how findings from studies are to be analyzed and interpreted.

In the late 1970s and 1980s, the prevailing paradigm in human-computer in-
teraction was how to design user-centered applications for the desktop com-
puter. Carroll (2003) talks about this first decade of HCI as the Golden Age
— in the sense that there was a general agreement about what it was about,
what it strove for and what it could achieve — which it turns out was con-
siderable. Questions about what and how to design were framed in terms of
specifying the requirements for a single user interacting with a screen-based
interface. Task analytic and usability methods were developed based on an
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individual user’s cognitive capabilities. The acronym WIMP was used as a
way of characterizing the core features of an interface for a single user: this
stood for Windows, Icons, Menus and Pointer. This was later superseded by
the GUI (graphical user interface), a term that has stuck with us ever since.
Within interaction design, many changes took place in the mid-to-late 1990s.
The WIMP interface with its single thread, discrete event dialog was con-
sidered to be unnecessarily limiting (e.g., Jacob, 1996). Instead, many argued
that a new paradigm was needed to enable more flexible forms of interaction
to take place, having a higher degree of interactivity and parallel input/output
exchanges. A shift in thinking, together with several technological advances,
paved the way for a new way of conceptualizing human-computer interaction.
The rhetoric “beyond the desktop” became a pervasive starting point, resulting
in many new challenges, questions and phenomena being considered. New
methods of designing, modeling, and analyzing came to the fore. At the same
time,new theories, concepts and ideas entered the stage.Weiser’s (1991) vision
of the future also provided an alternative paradigm in the field of ubiquitous
computing.

To summarize, paradigms, theories, models and frameworks are not mutually exclusive but
overlap in their way of conceptualizing the problem and design space, varying in their level of rigor,
abstraction and purpose. Paradigms are overarching approaches that comprise a set of accepted
practices and framing of questions and phenomena to observe; theories tend to be comprehensive,
explaining human-computer interactions; models tend to simplify some aspect of human-computer
interaction, providing a basis for designing and evaluating systems; and frameworks provide a set of
core concepts, questions or principles to consider when designing for a user experience. Within HCI,
many researchers attempted to develop different kinds of conceptual tools that could be applied to
HCI and interaction design.

But as the new approaches, ideas and theories proliferate within HCI, it can make it prob-
lematic for those inside and outside to know what are the current acceptable, reliable, useful and
generalizable findings and advances in knowledge. Researchers and designers, alike, also find it more
difficult to say with confidence what HCI is, and to know which of the many tools and techniques to
use, when doing design and research. The criteria available for them to help make systematic judg-
ments are often disparate, and many a student may select a technique, theory and set of methods
on a “pick and mix” basis. Some might argue that such arbitrariness does not matter so long as the
outcomes of HCI can be shown to have an impact on society that is supported by evidence. Others,
however, feel uncomfortable that the field is losing its rigor and reason.

Nearly ten years ago I addressed these concerns in an extensive review paper about the impact
of the then recent developments of theory in HCI practice, by taking stock and reflecting on the
numerous changes that were happening (Rogers, 2004). I critiqued the seminal theoretical devel-
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opments of the time, assessing and ruminating more generally on the role of theory in HCI. A
core concern running through the review article was the extent to which theory was used in design
practice. I noted how a diversity of new theories had been imported and adapted in the field. A key
question I raised was whether these attempts had been productive in terms of knowledge transfer.
By knowledge transfer, I was referring to the translation of research findings (e.g., theory, empirical
results, descriptive accounts, cognitive models) from one discipline (e.g., cognitive psychology, so-
ciology) into practical concerns that could be applied to another (e.g., HCI, CSCW). An empirical
study of designer’s use of theory that I conducted made for rather depressing reading, especially for
those championing theory in practice (Rogers, 2004). Despite designers’ perceived need and desire
for applying theory, they reported in the survey that they were only able to make use of some of it
in a limited way. I concluded by proposing new knowledge transfer mechanisms, including a lingua
franca that designers and researchers, alike, could use to talk to one another more.

1.3 AIMS OF THE BOOK

So what next? The purpose of this book is, firstly, to revisit the concerns surrounding the role of
theory in an applied and rapidly changing field, by examining its place and value in the field in the
interim years. Secondly, to consider the ramifications of this for a field that has become everything
and anything, in an attempt to keep up with, understand and be part of a technology-pervasive world
that is radically transforming how we live. Thirdly, to discuss what it means for the advancement of
a field and its knowledge where its theory industry has become so multifarious.

Clearly, it is impossible to do justice to all the theories that have been imported and written
about in HCI (and overlapping disciplines) in one book. There is inevitable bias in what is cov-
ered here; some theories are covered in depth, while some are briefly touched upon (such as those in
CSCW and cognitive ergonomics). My objective here is to provide an overview of the theoretical de-
velopments, but to give more space to those that have been most influential in HCI (e.g., Distributed
Cognition, Activity Theory), providing more in-depth discussion of their use and impact. For each
theory, I describe how it has been imported, adapted and its impact on research and practice. I have
also included a number of approaches that are not considered to be theoretical but are methodological
in nature. The reason for their inclusion is that they have played an integral part in other theoretical
developments within HCI. These are primarily grounded theory and ethnography and I have also
included approaches that are considered largely or wholly atheoretical, namely, ethnomethodology and
situated action.These were included because of their impact. Besides being influential in shaping the
field, they have often been highly critical of existing theories in HCI, and alternatively, promoting
radically different ways of framing human-computer interactions, phenomena and data.

As Grudin notes (personal communication), a method, such as an experiment or observation,
is not a theory. However, the outcome of using a method to collect data is often used as input for
theory construction or theory testing and hence, in my view, it is important to consider methods
in relation to theory. While it is generally accepted that there is a distinction between method and
theory, it is argued that they are intertwined, especially in terms of how they are used and developed
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in HCI. Hence, my position in this book is to adopt a broad-brush approach to theory in HCI.
Instead of restricting myself to using the term “theory” in the narrow scientific tradition, I have
chosen to show how theory, in all its forms and guises, has been adapted and contextualized in HCI
practice.

1.4 PARALLELS WITH ART HISTORY

To frame the history of HCI theory, I borrow, loosely, from the periodization of the History of
Art, characterizing it in terms of three parallel movements: Classical, Modern and Contemporary.
I critique Classical theoretical developments and the role they have played in the field, followed by
an overview of Modern and Contemporary theories. Previous attempts to characterize the history
and the significant developments in HCI have conceptualized them more generally in metaphorical
terms of waves, paradigms or circles (e.g., Bødker, 2006; Grudin, 1990; Harrison et al., 2007). My
intention of adding yet another framing to the mix — this time as parallels to epochs in the History
of Art — is to provide a different historical lens, which, I think, lends itself to understanding the
way different theories have come and gone, and the zeitgeist behind their development. The parallel
with the History of Art is at the level of distinctive periods, such as Classicism and Modernism that
denote the style and philosophy of the art or theory produced during each of them.

Classical Art began with the Greeks and Romans and their interpretation and formal repre-
sentation of the human form and the environment in which it exists. It adheres to artistic principles
and rules laid down by painters and sculptors. Much training was required to become an artist of
classicism. Well-known movements included Gothic, Baroque, Flemish and Pre-Raphaelite. Mod-
ern art took over in the late 19th century and lasted until the 1970s. This period is associated
with art in which the previous classical traditions were thrown aside in the spirit of new ideas and
experimentation, rethinking the nature of materials and the function of art. Notably, there was a
move towards abstraction. For instance, Henri Matisse, Georges Braque, André Derain and Raoul
Dufy totally transformed the Parisian art world with wild, expressive landscapes and figure paint-
ings. Contemporary art then emerged in the 1960s/70s and is still with us today as the dominant
movement. There are many different kinds of contemporary art, including well-known ones such as
pop art, performance art and postmodern art and more obscure ones such as VJ art, cynical realism
and superstroke. Collectively, contemporary art is considered to be more self conscious and socially
conscious than previous eras, concerning itself with popular culture and political developments of
the time, including feminism, multiculturalism and conceptualism.

Similar to these three periods of art history, the defining spirit or mood of the three eras of
HCI theory can be viewed as being underpinned by the ideas and beliefs of the time. The Classical
HCI period imported cognitive theory in a rigorous and constrained way; the Modernist HCI period
saw a broader and colorful palette of approaches and uses of theory — from social, phenomenological
and cognitive science — while the Contemporary period became more value-led, drawing from a
range of moralistic and societal-based perspectives. Each has significantly extended the discourse of
HCI research.
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However, at the same time, many of the theoretically based approaches that have been pro-
mulgated in each period have had only a limited impact on the practice of interaction design. Why
is this so? The book discusses this dilemma and concludes that HCI theory is now at a crossroads.
It can continue to address moderately sized issues (i.e., small HCI) or it can try to tackle even
bigger challenges (i.e., big HCI). While modernist theories can continue to deal with micro HCI,
having an input into the design of new experiences and technologies, different kinds of theories are
needed to better articulate and ground macro-HCI, to encompass the complex challenges facing
society (Shneiderman, 2012).

In the next chapter, I provide a brief overview of how HCI grew alongside the technological
developments that were taking place. In Chapter 3, I summarize the various roles and contributions
theory has made to HCI. Then in Chapters 4, 5 and 6, I provide an overview of the three periods of
HCI theory. Chapter 7 discusses the reasons behind the success and failures of theory being applied
in practice. Finally, Chapter 8 looks to the future, asking where theory will go next.
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C H A P T E R 2

The Backdrop to HCI Theory
“There is nothing so practical as a good theory.” (Kurt Levin, 1951)

2.1 TRANSFORMING SOCIETY

The arrival and rapid pace of technological developments in the last few years (e.g., the internet,
wireless technologies, mobile phones, pervasive technologies, GPS, multi-touch displays) has led
to an escalation of new opportunities for augmenting, extending and supporting a range of user
experiences, interactions and communications. These include designing experiences for all manner
of people (and not just users) in all manner of settings doing all manner of things. The home, the
crèche, the outdoors, public places and even the human body are now being experimented with
as potential places to embed computational devices. A wide-reaching range of human activities is
now being analyzed and an equally eye-popping set of innovative technologies proposed to support
them, to the extent of invading previously private aspects of our lives (e.g., domestic life and personal
hygiene). A consequence is that “the interface” is no longer about the WIMP or the GUI, but has
become ubiquitous, being viewed as invisible, natural and everywhere. Computer-based interactions
can take place through many kinds of surfaces and in many different places. As such, many different
ways of interacting with computationally based systems are now possible, ranging from that which
we are conscious of controlling (e.g., using a keyboard with a computer monitor) to that which we
may be unaware of how we manage it (e.g., our brain waves moving cursors on screens and moving
sensor-controlled tangibles).

Simply, the world has become suffused with technologies that have profoundly changed how
we live. Computers have intruded in our lives as well as disappeared into the world around us; they
now monitor as well as guide us; and worrying for some, they have even begun coercing us to change
our behavior. They increasingly have become part of our everyday environment, in public spaces
such as airports, garages and shopping malls, as well as in the private spaces of our homes.

Clark (2004) proposed the extended mind theory, where our minds have now extended into the
world to the point that technology has now become part of us. For example, it is now common place
for people to use online calendars to remind themselves to send a birthday card to a friend or Google
information on their smart phones during ongoing conversations at dinner parties to name an actor
or produce a factoid that may be on the tip of everyone’s tongue but unable to be mentally recalled by
anyone. On first owning an iPhone or an iPad, people noticed how it started taking over more and
more of their brain functions, increasingly replacing and augmenting parts of their memory, such as
storing addresses and numbers that once would have required cognitive effort to recall. In-car GPS
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systems have also replaced map reading skills; many drivers now follow instructions reducing the
cognitive effort that was needed to work out the best route. For an increasingly number of them, it is
becoming unimaginable not to be aided in this way (Chalmers, 2008). They are no longer cognitive
amplifiers or aids; they have become an integral part of us, how we interact with the environment
and each other.

At the same time affordable computing devices, especially cell phones, are becoming more
accessible across the globe. More people than ever are now using a cell phone or other computing
device, be they a retiree in New Zealand, a schoolchild in Africa or a farmer in Outer Mongolia.The
way children learn is also changing as more and more technologies are assimilated into their lives.
For example, how it happens (e.g., taking part in a discussion with people from all over the world)
and when it happens (e.g., listening to a podcast about pollution while cycling home) is changing.
The number of elderly people is increasing as a proportion of the total population. Those growing
old in the next ten years will have become accustomed to using computers and cell phones in their
work and leisure. Hence, the need to design computer applications for old people who have not used
email or the internet will no longer be a major concern but designing social network sites, creative
tools, etc., for healthy, active 70-, 80-year olds and beyond, will.

Technological developments, therefore, are not only altering the way we grow up and grow
old, but pervading almost every aspect of our daily lives, from how we shop to how we look after
ourselves, increasing our reliance on them. We are spending more time, and devoting more effort to
being in touch with each other than ever before. Our unbridled desire to keep in touch is equaled
by our desire to capture more information about our lives and our doings than ever before. What it
means to record, why we record and what we do with the collected materials is also changing.This is
happening not just at a personal level, but also at the level of government, institutions and agencies.

For the HCI researcher, such developments pose new moral design questions: should they
continue to design ever more digital prosthetic aids for people, so they no longer have to think or
learn how to accomplish a task by themselves? Or, should a line be drawn, where the designer says no
to the seemingly latest preposterous idea, such as a computer agent taking over major policy-making
decisions, or at the other end of the spectrum, reminding someone when to go to the toilet or clean
their teeth? Is it desirable and socially acceptable to continuously suggest, create and swamp human
life with every conceivable technology augmentation? Moreover, how can theories about what it
means to be human and technology augmented help the researcher address these concerns?

2.2 HCI’S GROWING PAINS

How are researchers in HCI and those who practice “UX design” keeping up with and responding to
the technological changes? Should they continue to do what they know best, applying their armory
of methods in order to improve the interfaces for existing products, or should they divert their time to
designing and creating new technological products, now that it is easier to make prototypes and much
more affordable to do so? It seems the HCI community is increasingly doing both, plying their trade
in inventive and evolutionary ways. In order to keep abreast and be valued, HCI research and design
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has had to change: from what it examines, the lenses it uses and what it had to offer. It no longer
confines itself to being about “user-centered design,” but has set its sights on pastures new, embracing
much broader and far-reaching agendas. Following the dot.com bubble in the mid-late 1990s and
the social media revolution in the early 2000s, what the field has attempted to improve, design and
facilitate has snowballed. HCI research has changed irrevocably. The list of topics is diverse, from
emotional, eco-friendly, and embodied experiences to context, constructivism and culture.

Part of the new order came about as a reaction to what HCI researchers saw happening in
the world, especially the ways ubiquitous technologies proliferated and so rapidly transformed how
people lived their lives (Bell and Dourish, 2007). Another reason was the many new opportunities
offered to HCI researchers to not always be one step behind reworking poorly designed interfaces,
but to be ahead of the game, becoming inventors, tinkerers and designers, themselves, creating new
apps, services, interventions, prototypes and devices. The technological developments, coupled with
many innovative HCI up-to-date curricula, has meant that a new generation of researchers have
come to the forefront, with a much wider skill set than previous ones, no longer dependent on others
doing the building and the implementing. They are joining forces with the Maker’s Movement;
where innovative interfaces and user experiences are created and experimented with in-the-wild,
opening up new avenues of research.

Much has been gained from this rapid expansion. However, the downside has been growing
pains, in terms of not being able to establish a clearly defined identity (Grudin, 2006). It became
much more difficult to explain, justify or account for the funding, the findings and the acceptability of
the research.The trivial and the serious began to sit side-by-side where anything became potentially
a topic for HCI (Rogers, 2009). When asked what we do for a living, many of us began to find it
increasingly difficult to explain in a sentence, in the way HCI researchers used to do 10 years ago,
e.g., “designing computers to be easy to use.” Instead, there is much fumbling with adjectives and
fuzzy slogans, such as “designing engaging computer interfaces” and “what it means to be human
in a world full of computers.” We often find ourselves talking about specific projects, such as “I
am concerned with the privacy issues surrounding how web, mobile and sensor-based technologies
track your every move or click” and resort to using everyday examples such as the iPhone by way of
illustration.

While “living without parental controls” (Grudin, 2007) can be liberating in a rapidly trans-
forming society, the questions HCI researchers ask, the purpose of their endeavors and the motivation
behind them still need scrutiny, debate and reflection, especially if their outputs are to be of relevance
and value to society. Part of this entails setting new agendas, determining what to throw out and
what new topics and concerns to focus on. Even its very core — prescribing usability (i.e., how
to design easy-to-use tools) — needs rethinking given that using technology is becoming second
nature in its various manifestations to many people. The classic interface horror stories, such as the
flashing VCR, have been superseded by more pressing matters that face society in the 21st century,
such as how pervasive technologies are intruding and extending our physical bodies, cognitive minds
and social lives. What does it mean to have 500+ friends online but not a best friend to hang out



12 2. THE BACKDROP TO HCI THEORY

with everyday after school and share deep secrets with? What does it mean to know how many
calories someone has burned, hours slept or energy consumed but to not know how to cook, sleep
properly, or be able to switch a light on or off manually? These are the concerns that the HCI com-
munity is beginning to wrestle with, explicating what it means to be human in an age of ubiquitous
computing (Harper et al., 2008).

2.3 ADOLESCENT HCI

In an attempt to keep up with and address the new challenges, significant strides have been made
in academia and industry, alike, to extend HCI, by developing a wider set of methodologies and
practices. Innovative design methods, unheard of in the 1980s, have been imported and adapted from
far afield to study and investigate what people did in diverse settings. Ethnography, informant design,
cultural probes, technology probes and scenario-based design are examples of these. Alternative ways
of conceptualizing the field have also emerged. For example, usability has been re-operationalized,
in terms of a range of user experience goals (e.g., aesthetically pleasing, motivating) in addition to
the traditional set of efficiency goals. The concept of funology also came to the forefront, where it
became widely acceptable to study and design for user experiences that were to do with enjoyment,
aesthetics and the experience of use (Blythe et al., 2008; Hassenzahl, 2001).

The desktop paradigm has been largely replaced by a new way of thinking about technology
as being everywhere, invisible and embedded in the environment. New phrases were coined to
reflect this: ubiquitous computing, pervasive computing and the “Internet of Things.” The main
thrust behind ubiquitous computing came from the late Mark Weiser (1991), whose vision was
for computers to disappear into the environment in a way that we would no longer be aware of
them and would use them without thinking about them. Similarly, a main idea behind pervasive
computing was that people should be able to access and interact with information any place and any
time using a seamless integration of technologies. The idea behind the Internet of Things (Ashton,
2009) was to view physical and digital “things” as having their own identities and physical attributes
that are part of a dynamic global infrastructure which enables them to act, interact and communicate
between themselves and the environment, triggering all manner of services and providing contextual
information when assumed relevant or needed.

Commentators in HCI have also started critiquing the field of HCI from a historical per-
spective (Bannon, 2011a,b; Grudin, 2012; Hurtienne, 2009). The current era of HCI has been
characterized as the third wave (Bødker, 2006) or third paradigm (Harrison et al., 2007). Both are
assumed to have replaced the second and earlier first waves/paradigms. Bödker, for example, refers
to the first wave of HCI as framing design for the user at a desktop primarily in an office setting;
the second wave as a broadening of this to include group working, shaped by ideas about situated
and social action together with Scandinavian approaches to participatory design, and the third wave
as expanding further into quite new use contexts and application types, that emphasize non-work,
non-spaces and non-purposeful engagements, and where notions of culture, emotion, reflexivity and
multiple mediation have entered center stage.
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Harrison et al. (2011, 2007) have been more forthright in their claims about the third
paradigm, arguing that HCI is in a period of crisis and the cluster of alternative approaches cur-
rently being articulated and promoted in HCI, such as embodiment, situated construction of mean-
ing, emotion, will become part of a successor science, with “substantially changed epistemological
commitments” (p390). They argue that the field needs this kind of Kuhnian shift, making way
for multiple analytic perspectives that can expound the experiential quality of interaction and how
people make meaning of their contexts and situations when interacting with technologies in their
everyday lives.

The idea that we are entering a third wave/paradigm of HCI has struck a chord with many
and is becoming part of the HCI discourse (e.g.,Taylor, 2011). While strictly not true — since there
have not been any profound shifts in the ways described by Kuhn (1962) — this rhetoric can help the
community to understand the significant changes in research direction that have occurred. However,
others have argued that alluding to such dramatic paradigmatic shifts in HCI does not reflect what
has happened, since Human Factors, Information Processing and other approaches continue to co-
exist, serving different purposes in the field (Grudin, 2006). Hence, it is not a case of one wave of
research replacing another, but more a question of seeing the evolution of HCI through different
epochs that overlap, and in so doing, leading to different questions being asked, methods used and
challenges addressed in society’s pursuit of ever more technological development (Bannon, 2011b).

Alongside these reflections about the field of HCI, have been debates about whether, how
and what kinds of theory can be of value in contributing to the design of new technologies. On the
one hand, are staunch advocates, arguing that a theoretical foundation is imperative for address-
ing the difficult design challenges ahead that face the HCI community (e.g., Barnard et al., 2000;
Hollan et al., 2000; Kaptelinin, 1996; Sutcliffe, 2000) but that there is a worrying lack of it (Castell,
2002) echoing earlier concerns about the field that “there is only an HCl theory vacuum” (Long,
1991). On the other hand, some have argue that theory has never been useful for the practical con-
cerns of HCI and that it should be abandoned in favor of continuing to develop more empirically
based methods to deal with the uncertain demands of designing quite different user experiences
using innovative technologies (e.g., Landauer, 1991). After all, many popular methods, innovative
interfaces and design solutions have been developed without a whisker of a theory in sight.

Part of this dilemma has been the acknowledgement that there has been a paucity of adequate
theories that can be directly applicable to HCI concerns. It is increasingly acknowledged that theories
about human-computer interaction, that were derived from lab-based research often do not map
onto the messy human-computer interactions in the real world. People are much more unpredictable
— for example, they get distracted and are constantly interrupted or interrupt their own activities
by talking to others, taking breaks, starting new activities, resuming others, and so on. Likewise, it
has proven difficult to say with any confidence the extent to which a system or particular interface
function can be mapped back to a theory.Typically, theories end up as high-level design implications,
guidelines or principles in interaction design. The question this raises, therefore, is whether such
generalizations — which claim to be based on particular theories — are accurate derivations from
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those theories. As Kraut (2003) notes, if a system that is designed based on these theories is shown
to improve a particular behavior, to what extent can it be said to be due to a specific phenomena
identified by a theory? For example, how can we be sure that a computer-based brainstorming tool
is responsible for increasing more equitable participation in a meeting because it has reduced social
loafing or production blocking? It could be equally due to other factors, such as the time of day, the
make-up of the group and so on. It is not surprising, therefore, to often see mixed results, in which
sometimes a brainstorming tool has been found to improve a behavior and other times not.

2.4 GROWN-UP HCI: REFRAMING THEORY
Importing and adapting alternative theories from other areas to address new concerns in HCI con-
tinues to be a staple of HCI research. Examples include embodied interaction (Dourish, 2001;
Hurtienne, 2009), ecological rationality (Todd et al., 2011) and proxemics (Ballendat et al., 2010).
Recently, there have been attempts to develop new HCI theories that are based on the body of knowl-
edge accumulating in HCI, as opposed to importing and adapting theories from other disciplines.
For example, Rogers (2011) proposes developing new forms of “wild” theory that are based on the
findings emerging from recent in-the-wild studies rather than imported theories that are largely de-
rived from lab-based studies. Part of the appeal is their ability to account for technology-augmented
behaviors and to inform new interventions to change behaviors that people care about — compared
with the scientific theories that were intended to test predictions, and to make generalizations about
human performance under controlled conditions. The ones likely to be successful are those that can
address a range of interdependencies between design, technology and behavior. But they will need
to be framed in the messy world, rather than an idealized world.

In the next chapter, I discuss further the different roles and contributions theory has made to
HCI.
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C H A P T E R 3

The Role and Contribution of
Theory in HCI

“Ernest Hilgard used to grumble about psychology that if you develop a theory it’s like your tooth-
brush, fine for you to use but no one else is very interested in using it.” (Jonathan Grudin, 2002).

Theory is very powerful for advancing knowledge in a field. It is the bedrock of many disciplines
driving research programs, resulting in insights and enabling new discoveries.A theory can be defined
strictly in terms of an explanation of scientific data that follows the scientific method. Predictions
are made in terms of hypotheses about an assumed phenomenon, which are then tested, allowing
them to be supported because the data cannot be falsified. If the data does not support a hypothesis,
it is rejected and the theory is modified and new predictions made.

3.1 INTRODUCTION

Within HCI, the scientific method to theory development was initially adopted as a way of advancing
the body of knowledge. However, increasingly other interpretations of theory, drawing from the
natural sciences, social sciences, arts and philosophy, have started to be used.These are much broader
in scope, where theory is viewed as beginning from description, and then moving onto identification
of patterns, and only hundreds of years later, does it become useful theory (Grudin, 2008). Critical
theory as viewed in sociology (e.g., Adorno, Habermas), the arts and humanities (e.g., literary theory)
and philosophy (e.g., the extended mind theory, Clark, 2004) is not quantifiably measureable, in any
scientific sense, but provides conceptual tools and a cogent set of arguments or propositions that can
explain or articulate phenomena. Within HCI, a broad church of theory, including those originating
in the arts and humanities, is increasingly accepted.A key challenge is finding ways of communicating
between the different kinds and levels of theory.

3.2 IMPORTING THEORY

Since the 1980s, HCI has imported numerous kinds of theories, providing the means to analyze
and predict the performance of users carrying out tasks for specific kinds of computer interfaces and
systems.The theories have been diverse ranging from over-arching theories that attempt to cover the
science of HCI — such as Barnard et al.’s (2000) “systems of interactors” intended to bind together
contributions from different disciplines — to micro-theories that address a specific phenomenon
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that can make predictions about certain behaviors — such as dual-task performance — leading to
testable hypotheses.

The kinds of theories that have been imported have been primarily cognitive, social and
organizational in origin; for example, cognitive theories about human memory have informed the
design of interface elements, such as icons, command names and the location of menu items, to make
them easy to remember; social psychology theories have informed the design of social experiments
which investigate how people communicate and work together in groups when using computer-based
collaborative tools and social media; and organizational theories have been developed in CSCW to
systematically conceptualize how people interact and process information, make decisions, behave
towards others and operate in their work and other social settings (Barley et al., 2004).

One of the main benefits of applying specific theories from other fields about human behavior
is they help identify factors (e.g., cognitive, social and organizational) relevant to the design and
evaluation of interactive products. In particular, they can help narrow down an area into concerns
and research questions that can then be operationalized in terms of a problem or design space. The
rationale for selecting a variable or set of variables can be backed up by a proposed cause-effect.
For example, the type of words and the syntax that people are likely to remember most with least
error may be based on the findings of prior cognitive studies of how subjects learn and recall sets of
word-pairings, based on psycholinguistic theory.

3.3 DIFFERENT ROLES AND EXPECTATIONS
Theory works at an abstract level, enabling understandings and generalizations to be made about
specific phenomena. Within HCI, a number of vehicles for disseminating these have been proposed,
ranging from qualitative and descriptive concepts, themes, patterns, ideas, frameworks, to more
formally and predictive, taxonomies, models and principles. They usually are based on assumptions
and, at the highest level, aim to provide general laws, rules and formulas, which can be applied in a
variety of contexts. The most well known in HCI is Fitt’s Law that has been widely used to predict
the best placement of buttons and keys on mobile devices and elements on a GUI, to reduce error
rate based on the observation of how users aim for targets using their fingers or pointing devices.

An early example of using theory in the scientific tradition was the application of information
processing theory to make predictions about how long it would take someone to complete a set
of tasks when comparing two or more kinds of interfaces, that varied along one dimension in a
controlled way, such as how information was presented (e.g., the efficacy of selecting from 4 menus,
each presenting 4 options versus 2 menus, each presenting 8 options). However, as HCI moved from
its early roots in engineering through its aspirations to be a scientific discipline to its current mix
of science, engineering, art and design, others have argued that the role of theory should be more.
Bederson and Shneiderman (2003), for example, suggest that there at least five kinds of theories we
should be aiming for using in HCI. These are:

• descriptive - in the sense of providing concepts, clarifying terminology and guiding further
inquiry;
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• explanatory – in the sense of explicating relationships and processes;

• predictive – enabling predictions to be made about user performance;

• prescriptive – providing guidance for design;

• generative – in the sense of enabling practitioners to create or invent or discover something
new.

They suggest that each serves a particular role in the HCI community: describing “objects
and actions in a consistent and clear manner to enable cooperation” among researchers; explaining
“processes to support education and training,” predicting performance “so as to increase the chances
of success;” prescribing “guidelines, recommending best practices and cautioning about dangers” to
practitioners, and generating novel ideas to improve research and practice.

I also discussed the various roles that theory has played in HCI (Rogers, 2004). Some of these
overlap with Bederson and Shneiderman’s classification, but, in addition, include the following:

• informative –selected knowledge and generalizations from another field that provide relevant
research findings for HCI to couch understandings and designs;

• ethnographic–rich descriptions of a real-world phenomenon interpreted and grounded within
a disciplinary tradition, such as anthropology, cognitive science or sociology;

• conceptual – the development of high-level frameworks and dimensions for informing and
articulating the design and evaluation of prototypes, user interactions and user studies;

• critical – critiquing and reasoning about interaction design based on cultural and aesthetic
concerns.

Within CSCW, Halverson (2002) also suggested that the role of theory is to provide a
conceptual framework that helps the researcher make sense of and describe the world, which can be
descriptive, rhetorical, inferential or application-based. By descriptive, she refers to how a theory
can account for a work setting as well as critiquing an implementation of technology in that setting.
By rhetorical, she refers to how theory can label important aspects of the conceptual structure that
enables researchers to describe things to themselves as well as communicating this to others. By
inferential, she refers to engaging in arguments about whether theories are true, or only falsifiable,
where sometimes the inferences may be about phenomena that are not fully understood to know
where or how to look. By application, she refers to applying theory to the real world for pragmatic
reasons, such as informing and guiding system design.

Hence, the role of theory in HCI has been stretched, from how it was originally used as part
of the scientific method to being interpreted broadly at different levels to describe, explain, predict
and argue with. Whereas in other disciplines, such as chemistry and neuroscience, adhering to the
scientific method provides the necessary rigor and criteria to advance knowledge, the widening
of theory in HCI has provided many ways of conceptualizing phenomena, in terms of framing,
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explaining, prescribing and informing — which appears to allow for more transferability. Ultimately,
it is an applied field, which means it does not have to be constrained by the restrictions and criteria
of a natural science. The downside of such eclectism, however, is a weakening of its theoretical
adequacy, i.e., being certain that an account is representative of the state of affairs.

Many of the early theoretical approaches in HCI followed the scientific tradition, whereby
particular theories were used to make predictions about user behavior resulting in prescriptive ad-
vice. But as will be discussed in the next chapter their limitations soon became apparent. The
emergence of ethnographic approaches in the 1990s was partially as a reaction to this. As an alter-
native, they offered more expansive ways of accounting for user behavior that was grounded in a
particular theoretical or epistemological perspective, including cognitive, social and anthropological
ones. A corpus of case studies of the intricate goings on in workplace and other settings appeared
(Plowman et al., 1995; Suchman, 1987). They highlighted the importance of considering the social
context, the external environment, the artifacts and the interaction and coordination between these
during human-computer interactions.

The new kinds of fine-grained, discursive writings were in stark contrast to the concise quan-
titative results that came out of the predictive and prescriptive approaches to HCI. The accounts of
situated human-computer interactions were revelatory, opening many computer scientists’ eyes to
seeing the world of technology use differently (Dourish, 2001). In turn, it led to thinking about the
design and redesign of technologies from very different perspectives. Generative theories then came
to the fore that provided design dimensions and constructs to inform the design and selection of
new user experiences. More recently, critical theories have provided different ways of understanding,
conceptualizing and constructing arguments about aspects of the user experience, interaction design
and practice.

3.4 A TAXONOMY OF HCI THEORY: CLASSICAL, MODERN
AND CONTEMPORARY

As mentioned in Chapter 1, I have chosen to describe the various theoretical developments in HCI
in terms of three periods: Classical, Modern and Contemporary. To reiterate, Classical (Chapter 4)
refers to the 1980s, when classical cognitive theories were first imported from cognitive psychology,
primarily for modeling and analytic purposes; Modern (Chapter 5) refers to the 1990s and early
2000s when a wide body of theories and frameworks were brought to the field from quite diverse
disciplines to address the burgeoning challenges; and Contemporary (Chapter 6) refers to everything
that has happened since, including postmodernist, philosophical and in-the-wild approaches.

Classicism in the arts was about setting standards, by being formal and restrained, with a high
regard for taste in antiquities. There are parallels in classical HCI, in so far, as rigor and quality
of theory were considered central. Similar to the developments in Modern Art, developments in
Modern HCI theory were not as prescriptive as in Classical HCI theory. Contemporary HCI is
more socially conscious than the previous movements. Theories have been imported and developed
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with the goal of making an impact on life and a difference to society: including behavioral change,
climate change, feminism, multiculturalism, globalization and poverty.

The parallels to art history are meant only as a heuristic, helping to see patterns and com-
monalities in the scoping and framing of different theories throughout its relatively short history.
Others have chosen to link theoretical developments. more closely to the technology eras that have
been identified. For example, the turn to the social was not a shift in intellectual thinking but more
a recognition that technology and design problems were changing at that time. Similarly, “theories
today that focus on place, movement, and ubiquity would still be coffee-time discussions at PARC
if we did not have smartphones and other mobile devices” (Carroll, personal communication). If
technology development has a strong influence on the choice of theoretical approach, it raises the
question of what is in store, post contemporary theories? What theories will we use when computers
become increasingly embedded in our bodies, managing our vital organs? But before contemplating
where future theories will come from and what role they will play, in the next three chapters, I
introduce and discuss the context and theoretical approaches developed in each of the three loosely
coined periods.
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Classical Theories
In the early 1980s, there was much optimism as to how the field of cognitive psychology could
significantly contribute to the development of the field of HCI. A driving force was the realization
that most computer systems being developed at the time were difficult to learn,difficult to use and did
not enable the users to carry out the tasks in the way they wanted. The body of knowledge, research
findings and methods that made up cognitive psychology were seen as providing the means by which
to reverse this trend, by being able to inform the design of easy to learn and use computer systems.
Much research was carried out to achieve this goal: mainstream information processing theories
and models were used as a basis from which to develop design principles, methods, analytic tools
and prescriptive advice for the design of computer interfaces (e.g., Carroll, 1991). These are loosely
classified into three main approaches: body of knowledge, applying basic research and cognitive
modeling (Rogers, 2004). Under the heading cognitive modeling, well-known early conceptual
modeling approaches are outlined, including the interface gulfs, GOMS and mental models.

4.1 BODY OF KNOWLEDGE

The most widely known contribution that the field of cognitive psychology made to HCI is the
provision of explanations of the capabilities and limitations of users, in terms of what they can and
cannot do when performing computer-based tasks. For example, theories that were developed to
address key areas, like memory, attention, perception, learning, mental models and decision-making,
have been much popularized in tutorials, introductory chapters, articles in magazines and the web
to show their relevance to HCI. Popularized examples of this approach included Norman (1988),
Preece et al. (1994) and Monk (1984). By explicating user performance in terms of well-known
cognitive characteristics that are easy to assimilate (e.g., recognition is better than recall), designers
were alerted to their possible effects when making design decisions — something that they might
not have otherwise considered.

A well-known example is the application of the finding that people find it easier to recognize
things shown to them than to have to recall them from memory. Most graphical interfaces have
been designed to provide visual ways of presenting information, that enable the user to scan and
recognize an item like a command, rather than require them to recall what command to issue next
at the interface.

This approach, however, has tended to be piecemeal — depending on the availability of re-
search findings in cognitive psychology that can be translated into a digestible form. A further
problem with this approach is its propensity towards a “jewel in the mud” culture, whereby a sin-
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gle research finding sticks out from the others and is much cited, at the expense of all the other
results (Green et al., 1996). In HCI, the “magical number 7+−2” (George Miller’s theory about
memory, which is that only 7+−2 chunks of information, such as words or numbers, can ever be
held in short-term memory at any one time) became the de facto example: nearly every designer
had heard of it but not necessarily where it had come from or what situations it is appropriate to
apply. A consequence was that it largely devolved into a kind of catchphrase, open to interpretation
in all sorts of ways, which ended up being far removed from the original idea underlying the research
finding. For example, some designers interpreted the magic number 7+−2 to mean that displays
should have no more than 7+−2 of a category (e.g., number of colors, number of icons on a menu
bar, number of tabs at the top of a web page and number of bullets in list), regardless of context or
task, which is clearly in many cases inappropriate (Bailey, 2000).

4.2 APPLYING BASIC RESEARCH

A more systematic approach was to select relevant cognitive theories that could be applied to interface
design concerns. For example, theories about human memory were used to decide what was the best
set of icons or command names to use, given people’s memory limitations. One of the main benefits
of this approach was to help researchers identify relevant cognitive factors (e.g., categorization
strategies, learning methods, perceptual processes) that are important to consider in the design and
evaluation of different kinds of GUIs and speech recognition systems. It can also help us understand
new kinds of computer-augmented behaviors by examining human’s abilities and limitations when
interacting with technologies. In particular, the theories demonstrate what humans are good and
bad at and, based on this knowledge, can inform the design of technologies that both extend human
capabilities and compensate for their weaknesses.

A core lesson that was learned, however, is that you cannot simply lift theories out of an
established field (i.e., cognitive psychology), that have been developed to explain specific phenomena
about cognition, and then reapply them to explain other kinds of seemingly related phenomena in a
different domain (i.e., interacting with computers). This is because the kinds of cognitive processes
that are studied in basic research are quite different from what happens in the “real” world of
human-computer interactions (Landauer, 1991). In basic research settings, behavior is controlled in
a laboratory in an attempt to determine the effects of singled out cognitive processes (e.g., short-
term memory span). The processes are studied in isolation and subjects (sic) are asked to perform
a specific task, without any distractions or aids at hand. In contrast, the cognition that happens
during human-computer interaction is much more messy, whereby many interdependent processes
are involved for any given activity. Moreover, in their everyday and work settings, people rarely
perform a task in isolation. Instead, they are constantly interrupted or interrupt their own activities,
by talking to others, taking breaks, starting new activities, resuming others, and so on. The stark
differences between a controlled lab setting and the messy real world setting, meant that many of
the theories derived from the former were not applicable to the latter. Predictions based on basic
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cognitive theories about what kinds of interfaces would be easiest to learn, most memorable, easiest
to recognize and so on, were often not supported.

The problem of applying basic research in a real world context is exemplified by the early
efforts of a number of cognitive psychologists in the early 1980s, who were interested in finding
out what was the most effective set of command names for text editing systems, in terms of being
easy to learn and remember. At the time, it was a well-known problem that many users and some
programmers had a difficult time remembering the names used in command sets for text editing
applications. Several psychologists assumed that research findings on paired-associate learning could
be usefully applied to help overcome this problem; this being a well developed area in the basic
psychological literature. One of the main findings to be applied was pairs of words are learned
more quickly and remembered if subjects have prior knowledge of them (i.e., highly familiar and
salient words). It was further suggested that command names be designed to include specific names
that have some natural link with the underlying referents they were to be associated with. Based
on these hypotheses, a number of experiments were carried out, where users had to learn different
sets of command names, that were selected based on their specificity, familiarity, etc. The findings
from the studies, however, were inconclusive; some found specific names were better remembered
than general terms (Barnard et al., 1982), others showed names selected by users, themselves, were
preferable (e.g., Ledgard et al., 1981; Scapin, 1981) while others demonstrated that high-frequency
words were better remembered than low-frequency ones (Gunther et al., 1986). Hence, instead of
the outcome of the research on command names being able to provide a generalizable design rule
about which names are the most effective to learn and remember, it suggested that a whole range of
different factors affects the learnability and memorability of command names. As such, the original
theory about naming was not able be applied effectively to the selection of optimal names in the
context of computer interfaces.

4.3 COGNITIVE MODELING

Another approach that was developed was to model the cognition that is assumed to happen when
a user carries out their tasks. Some of the earliest models focused on user’s goals and how they could
achieve (or not) them with a particular computational system. Most influential at the time were
Shneiderman’s (1983) framework of direct manipulation (that explicated the properties of graphical
user interfaces in terms of continuous representation of objects of interest, and rapid, reversible,
incremental actions and feedback enabling a user to directly manipulate objects on the screen, using
actions that loosely correspond to those in the physical world), Hutchins et al.’s (1986) conceptual
framework of directness (that describes the gap between the user’s goals and the way a system works
in terms of gulfs of execution and evaluation), and Norman’s (1986) theory of action (that models
the putative mental and physical stages involved in carrying out an action when using a system).
The latter two were heavily influenced by contemporary cognitive science theory of the time, which
itself, focused on modeling people’s goals and how they were met.
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Interface Gulfs in a Nutshell

The idea of there being gulfs at the interface that needed to be bridged was
influential in the early theorizing of HCI. Essentially, the gulf of execution
and the gulf of evaluation describe the gaps that exist between the user and the
interface (Hutchins et al., 1986). They are intended to show how to design
the latter to enable the user to cope with them. The first one — the gulf of
execution — describes the distance from the user to the physical system while
the second one — the gulf of evaluation — is the distance from the physical
system to the user (see Figure 4.1). It was proposed that designers and users
needed to concern themselves with how to bridge the gulfs in order to reduce
the cognitive effort required to perform a task. This could be achieved, on
the one hand, by designing usable interfaces that match the psychological
characteristics of the user, e.g., taking into account their memory limitations,
and, on the other hand, by the user learning to create goals, plans and action
sequences that fit with how the interface works.

EVALUATION
BRIDGE

EXECUTION
BRIDGE

GOALS

PHYSICAL
SYSTEM

Figure 4.1: Bridging the gulfs of execution and evaluation (from
Rogers et al., 2011).

Norman and Hutchins et al.’ s respective early cognitive models of the user provided heuristics
by which to conceptualize and understand the interactions that were assumed to take place between a
user and a system.In so doing, they suggested new ways of thinking about designing interfaces, such as
GUIs. In contrast, Card et al.’s (1983) cognitive model of the user, called the model human processor,
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aimed to be more scientific, by providing a basis from which to make quantitative predictions about
user performance and, in so doing, a way of enabling researchers and developers to evaluate different
kinds of interfaces in terms of their suitability for supporting various tasks (see Figure 4.2).

Figure 4.2: The Model Human Processor.

GOMS in a Nutshell

Based upon the established information processing model of the time,
Card et al.’s (1983) developed a model of the user, called the model human
processor (MHP). It comprised three interacting systems: perceptual, cogni-
tive and motor, each with their own memory and processor. To show how the
model could be used to evaluate interactive systems, Card et al. developed a
set of predictive models, collectively referred to as GOMS (Goals, Operators,
Methods and Selection rules). The resulting suite of methods provided us-
ability engineers with descriptive and analytic tools that were befitting of the
engineering approach that was dominant in HCI at the time.
For a while, during the late 1980s and early 1990s, GOMS proved to be highly
popular. It was the staple of many courses in HCI and interactive design that
started to be run as part of the undergraduate Computer Science curriculum in
the U.S. and Europe. Case studies were reported about its success for compar-
ing the efficacy of different computer-based systems (see Olson and Olson,
1991).
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The most well-known GOMS success story was Project Ernestine, where a group of re-
searchers carried out a GOMS analysis for a modern workstation that a large phone company were
contemplating purchasing, and counter-intuitively, predicted that it would perform worse than the
existing computer system being used at the company, for the same kind of tasks. A consequence was
that they advised the company not to invest in what could have been potentially a very costly and
inefficient technology (Atwood et al., 1996).

While this study has shown that the GOMS approach was useful in helping make purchasing
decisions about the effectiveness of new products (although, obviously, they were unable to validate
whether if the company had invested in them, it would have been detrimental), it did not take off as a
widely used evaluation method.This was due partly to it only being able to model reliably computer-
based tasks that involve a small set of highly routine data-entry type tasks. Furthermore, it is intended
to be used to predict expert performance, and does not allow for errors to be modeled. This makes
it much more difficult (and sometimes impossible) to predict how most users will carry out their
tasks when using systems in their work, especially those that have been designed to be flexible in
the way they can be used. In most situations the majority of users are highly variable in how they
use systems, often carrying out their activities in quite different ways to that modeled or predicted.
Many unpredictable factors come into play.These include individual differences among user’s, fatigue,
mental workload, learning effects and social and organizational factors (Olson and Olson, 1991).
Moreover, most people do not carry out their tasks sequentially but tend to be constantly multi-
tasking, dealing with interruptions and talking to others, while carrying out a range of activities.

A problem with using these kinds of predictive models, therefore, is that they can only make
predictions about isolated predictable behavior. Given that most people are often unpredictable in
the way they behave and, moreover, interweave their ongoing activities in response to unpredictable
external demands, it means that the outcome of a GOMS analysis can only ever be a rough approx-
imation.

There have been a number of efforts to make GOMS more usable and applicable to a range
of interfaces. Bonnie John has been one of its chief proponents, tirelessly publishing and adapting
it for different uses, including CPM-GOMS (John and Gray, 1995) that can model multitasking
behavior and CogTool (Teo and John, 2008) that enables non-psychologists to create cognitive
models of user tasks from which reliable estimates of skilled user task times can be derived. A
number of other cognitive models were developed post GOMS, aimed at predicting user behavior
when using various kinds of systems (e.g., the EPIC model, Kieras and Meyer, 1997). Similar to
the various versions of GOMS, they can predict simple kinds of user interaction fairly accurately,
but are unable to cope with more complex situations, where the amount of judgment a researcher or
designer has to make, as to which aspects to model and how to do this, greatly increases (Sutcliffe,
2000). The process becomes increasingly subjective and involves considerable effort, making it more
difficult to use them to make predictions that match the ongoing state of affairs.

In contrast, cognitive modeling approaches, that do not have a predictive element to them,have
had a wider and more sustained use. Examples include heuristic evaluation (Mohlich and Nielsen,
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1990) and cognitive walkthroughs (Polson et al., 1992) that are more widely used by practitioners.
Such methods provide various heuristics and questions for evaluators to operationalize and answer,
respectively. An example of a well-known heuristic is “minimize user memory load.” As such, these
more pragmatic methods differ from the other kinds of cognitive modeling techniques insofar as
they provide prescriptive advice that is largely based on assumptions about the kinds of cognitive
activities users engage in when interacting with a given system.

Mental Models in a Nutshell

Another popular concept that many researchers were attracted by to account
for human-computer interactions, but ultimately struggled to explicate ade-
quately, was mental models. The reason the term was so appealing was that it
suggested a more dynamic way of characterizing the knowledge that people
are assumed to have when interacting with a system, how that enables them
to understand how a system works and to know what to do next. However,
despite many attempts to capture and unpack the notion of mental models
(see Rogers et al., 1992) it was difficult to show they existed and “ran” in the
mind as assumed. Just as it has proved to be problematic in cognitive science,
to infer the kinds of representations used in the mind it was, likewise, im-
possible to say with any confidence whether people really developed mental
models and if they did, how they functioned in the mind.
In their original instantiation, mental models were postulated as internal con-
structions of some aspect of the external world that are manipulated, enabling
predictions and inferences to be made (Craik, 1943).The process was thought
to involve the fleshing out and the running of a mental model (Johnson-Laird,
1983), involving both unconscious and conscious mental processes, where im-
ages and analogies were activated. It was argued that the more someone learns
about a system and how it functions, the more their mental model develops.
For example, appliance engineers have a deep mental model of how home
entertainment systems work that allows them to work out how to set them
up and fix them. In contrast, an average citizen is likely to have a reasonably
good mental model of how to operate their home entertainment system but
a shallow mental model of how it works.

Hence, mental models seemed an obvious concept to import into HCI, where a goal was
to account for, and, ultimately model how users understand the working of computer systems.
An assumption was that if we could tap into this knowledge, we would be able to predict how
well people could reason about an interactive system, and provide the necessary training materials,
interface types, etc., that would enable them to learn how to use it effectively and know how to
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troubleshoot if something went wrong at the interface or they made a mistake, and needed to work
out how to rectify it.

A number of studies were conducted; people were asked about their knowledge and also
observed using devices; many concluded that people’s understanding of how computer-based tech-
nologies and services, e.g., the Internet, wireless networking, broadband, search engines and viruses,
work was alarmingly poor. Norman’s earlier assertion (Norman, 1983) that people’s mental models
are often incomplete, easily confusable, based on inappropriate analogies and superstition was found
to be the case. It was discovered that many find it difficult to identify, describe or solve a problem,
and lack the words or concepts to explain what is happening.

It was assumed that the situation could be improved if we could find ways of helping users
to develop better mental models of interactive systems. Ideally, they should be able to develop a
mental model that matched the designer’s conceptual model of how they had envisioned the system
working. Making the system image more transparent for the users so they could see how it worked
and educating them more about how it worked were the two main prescriptive strategies.

The term mental model largely fell into disuse towards the end of the 1990s, as newer theories
came to the fore that proposed alternative ways of how people interacted with and understood tech-
nologies. These theories moved away from exclusively accounting for the assumed representations
inside the head of a user towards explicating a bigger picture of how cognition worked in the world;
theories of embodied, distributed and situated action were proposed for how people interacted with
the world, with a focus on the artifacts and external representations they use and generate. A major
thrust was to unpack interactivity per se rather than capturing a putative internal model (Kirsh, 1997);
this was more observable and more in line with what users did when using computers. They don’t
close their eyes to run an internal model in their minds and then open their eyes and apply it to the
task in hand. The internal representations that are activated are used in conjunction with the many
different forms of external representations, coupled with an array of physical and mental actions,
including gesturing, projecting, talking, touching, manipulating, and imagining. As described in the
next section, the newer theories provided more scope for inspection and validation — to understand
how people make sense of the world around them and the technology they encounter and try to
master — than the earlier, more elusive theories of mental models. They also offer more potential
for developing generative tools, suggesting how to design interfaces that optimize certain kinds of
desired interactivity.

What impact has cognitive modeling had in HCI?

Cognitive modeling approaches made a big impact in the late 1980s and
early 1990s, providing techniques for predicting and analyzing users cogni-
tive tasks. The early GOMS family showed how cognitive models could be
adapted in HCI. However, models are only ever simplifications of real behav-
ior, and as such, are limited in how and what they capture.So much depends on
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the researcher’s operationalization of human knowledge in terms of putative
kinds of internal representations and processes. While these approximations
and characterizations enabled them to compare different ways users might
perform problem-solving tasks, such as word processing using different oper-
ations or searching for information on the web using different browsers, they
waned in use in the 1990s when it became more widely recognized that the
context of use and external resources and representations were an integral part
of the usability of different interfaces.
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C H A P T E R 5

Modern Theories
In the late 1980s, it became increasingly apparent that the early attempts at importing cognitive
psychology theories were failing to live up to their expectations. Several researchers began to reflect
on why this was the case, especially why they were unable to be more widely applied to the problems
of design and computer use (e.g., Long and Dowell, 1996). There was much navel-gazing, cumu-
lating in the realization that classical cognitive theories were inadequately formulated for informing
system design (see Carroll, 1991). A number of problems were identified, including that the theories
were too low level, restricted in their scope and failed to deal with real world contexts (Barnard,
1991). The failings of a “one-stream” approach, whereby it was assumed that mainstream theory
provided by pure science (i.e., cognitive psychology) could trickle down into the applied science of
designing computer systems were exposed (see Long and Dowell, 1996). There was even criticism
that psychologists were merely using the field of HCI as a test bed for trying out their general cog-
nitive theories (Bannon and Bødker, 1991) or for validating the assumptions behind specific models
(Barnard and May, 1999).

It was still hoped that theory could make a valuable contribution in HCI. The question raised
by all this introspection, however, was what kind of theory and what role should it play? Several
prominent researchers began to push for other approaches. Long and Dowell (1989, 1996), for
example, made persistent calls for more domain-specific theories that could focus on the concerns
of users interacting with computers to enable them to work effectively. Carroll et al. (1991) argued
that users and designers would benefit more if the process by which tasks and artifacts co-evolved
could be “better understood, articulated and critiqued” (p99).

Others revised and adapted their cognitive frameworks to be more representative and build
directly on the concerns of HCI (e.g., Draper, 1992). New cognitive theories emerged that fo-
cused on interactivity rather than solely modeling what was assumed to happen “inside the head.”
It was recognized that a more appropriate conceptualization of cognition for HCI was one that
was distributed across people, technologies and the environment and externalized. A central fo-
cus was the interplay between external representations and internal representations at the interface
(e.g., Green et al., 1996; Hutchins, 1995; Kirsh, 1997; Scaife and Rogers, 1996; Wright et al., 2000).

There were also attempts to look for different theories that took into account how the en-
vironment affected human action and perception. Several ideas from ecological psychology were
imported into HCI (e.g., Gaver, 1991; Norman, 1988). Other researchers began looking elsewhere
for theories that were more encompassing, and which could address the concerns of interacting with
computers in real-world contexts. By changing the boundaries of what was studied, and by looking
at the phenomena of interest with different theoretical lenses and methods, it was assumed that a
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new set of research questions could be framed, which, in turn, could feed into the design of more
usable computer artifacts (Bannon and Bødker, 1991).

Concomitantly, there was a “turn to the social” (Button, 1993): sociologists, anthropologists
and others in the social sciences joined HCI, bringing with them new frameworks, theories and ideas
about technology use and system design.Human-computer interactions were conceptualized as social
phenomena (e.g., Heath and Luff, 1991). Most notable was the situated action (SA) approach and
ethnography. A main thrust of the SA approach was to examine the context in which users interact
with technologies: or put in social terms, how people use their particular circumstances to achieve
intelligent action.

The approach known as ethnomethodology (Garfinkel, 1967; Garfinkel and Sacks, 1970)
provided much of the conceptual and methodological underpinning for the early ethnography in
HCI (Button, 1993). It offered new ways of describing the informal aspects of work, i.e., “the
hurly burly of social relations in the workplace and locally specific skills required to perform any
task” (Anderson, 1994, p154).

Table 5.1 shows each of the Modern theoretical approaches that are covered, outlining their
origins,appropriation in HCI, their impact on research and practice and an“in a nutshell” description.
Their selection and amount of coverage is based on their influence in HCI. A section on CSCW
theories is also included to show how theory was instrumental in the establishment of that field.

Table 5.1: Modern Theoretical Approaches in HCI
Alternative cognitive approaches  

5.1 External cognition 

5.2 Distributed cognition 

5.3 Ecological psychology 

Social approaches 

5.4 Situated action 

5.5 Ethnomethodology and ethnography

5.6 CSCW theories  

Other imported approaches  

5.7 Activity theory 

5.8 Grounded theory 

5.9 Hybrid theories  

5.1 EXTERNAL COGNITION
Larkin and Simon’s (1987) classic cognitive science paper on why a diagram may be worth a thou-
sand words became a landmark in HCI because it offered the first alternative computational account
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of cognition which focused on how people interact with external representations.Their seminal idea
was that cognition be viewed as the interplay between internal and external representations, rather
than only be about modeling what was assumed to happen inside the head. It was regarded by those
who had become disaffected by cognitive models as a source of inspiration for rethinking HCI and
for me, personally, provided an “aha” moment, leading to the development of a new theory of external
cognition (see Rogers, 2008a).

Larkin and Simon’s theoretical account made an important distinction between two kinds of
external representation: diagrammatic and sentential representations. While being informationally
equivalent they were considered to be computationally different. That is they contain the same in-
formation about the problem but the amount of cognitive effort required to come to the solution
differed. They proposed that solutions to problems could be “read off ” from diagrams that were
implicit in sentences. People can readily switch their attention from one component to another in
a diagram to draw conclusions in ways that are impossible to do with a sequence of sentences. Di-
agrams provide simultaneous information about the location of components in a form that enables
objects and their relations to be easily tracked and maintained. From this, we can deduce that the
best diagrams are those that make it obvious where to look to draw conclusions.

Larkin and Simon’s paper paved the way for HCI researchers to begin in earnest to theorize
the role of external representations in human-computer interactions. There was a palpable buzz in
the early 1990s as they endeavored to change the face of theorizing in HCI. O’Malley and Draper
(1992) proposed a display-based account that differentiated between the knowledge users need to
internalize when learning to use display-based word processors (e.g., Word) and the knowledge that
they can always depend upon being available in the external display. Norman (1993) had a big impact,
popularizing the notion that knowledge resides both in “the head” and in “the world.” Wright et al.
(2000) developed a resource model that analyzed internal (e.g., memorized procedure) and external
representations (e.g., written instructions). Kirsh (1997) developed a theory of interactivity that
stressed how cognition can be extended in a variety of ways in what we can do,and allowing us to think
more powerfully As well as reducing the cognitive effort that is needed to perform tasks, he argued
that we should reframe external representations in terms of how they can enhance cognitive power.
He suggested a number of ways, including providing a structure that can serve as a shareable object
of thought; creating persistent referents; facilitating re-representation and the computation of more
explicit encoding of information and helping to coordinate thought. A core aspect of interactivity
is the ability to project structure onto things and then modify the world to materialize or reify that
projection. People often reorder or rearrange objects in the environment, such as shuffling the letters
around in a Scrabble tray to help them work out the best word given their set of letters (Maglio et al.,
1999). Kirsh (2010) also stresses how we are always creating external representations; on the one
hand they can help reduce memory load and the cognitive cost of computational tasks but, equally,
they can do and allow us to think more powerfully.

The theory of external cognition was developed to systematically inform how new tech-
nologies, such as animations, multi-media and virtual reality could extend and enhance cognition
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(Rogers and Scaife, 1998; Scaife and Rogers, 1996). A number of core dimensions were identified
that could be used to guide the design of different kinds of external representations that would
be of “added” cognitive value for particular users, domains and tasks. It suggested how interactive
mechanisms enabled by computer technologies could be exploited to guide and scaffold learners in
knowing where to look in order to interpret, make inferences and connections between the different
elements of a graphical representation.

External Cognition in a Nutshell

A central property of external cognition is computational offloading — the
extent to which different external representations vary the amount of cognitive
effort required to carry out different activities (Scaife and Rogers, 1996).This
is broken down into specific design dimensions, intended to guide the design
of interactive representations. They include re-representation (how different
external representations, that have the same abstract structure, make problem-
solving easier or more difficult) and graphical constraining (how elements in
a graphical representation are able to constrain the kinds of inferences that
can be made about the underlying represented concept). The dimensions
were further characterized in terms of design concepts with the purpose of
framing questions, issues and trade-offs. Examples of design concepts are
cognitive tracing, which refers to the way users are allowed to develop their
own understanding and external memory of a representation of a topic by
being allowed to modify and annotate it; explicitness and visibility which refers
to how to make more salient certain aspects of a display such that they can
be perceived and comprehended appropriately. Another design concept is
dynalinking, which refers to how abstract representations, such as diagrams,
are linked together with a more concrete illustration of what they stand for,
such as a simulation. Changes in one are matched by changes in the other,
enabling a better understanding of what the abstraction means.

The set of external cognition concepts were intended to suggest to designers ways of gener-
ating possible functions at the interface. For example, Masterman and Rogers (2002) developed a
number of online activities that allowed children to create their own cognitive traces when learning
about chronology using an interactive multimedia application.They have also been used for deciding
how to design and combine interactive external representations for representing difficult subjects,
such as dynamical systems in biology, chronology in history, the working of the cardiac system and
crystallography (e.g., Gabrielli et al., 2000; Masterman and Rogers, 2002; Otero, 2003; Price, 2002).
Sutcliffe (2000) has also shown how he used the theory to inform the design of multimedia expla-
nations. The approach was also applied in work settings, to inform the design of online graphical
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representations that could facilitate and support complex distributed problem solving (Rodden et al.,
2003; Scaife et al., 2002). Dynalinking has been used in a number of areas to explicitly show rela-
tionships among multiple dimensions where the information to be understood or learned is complex
(Sutcliffe, 2000). For example, it has been used to represent complex data using various interactive
visualizations, for domains like learning science subjects, economic forecasting, molecular modeling,
and statistical analyses.

Other analytic frameworks that were developed under the umbrella of the external cognition
approach include Green’s (1989) cognitive dimensions and Wright et al.’s (2000) resource model.

5.1.1 COGNITIVE DIMENSIONS
Cognitive dimensions were intended to enable psychologists and importantly, designers, to make
sense of and use when talking together about design issues. Green’s overarching goal was to develop
a set of high-level concepts that were both valuable and easy to use for evaluating the designs
and assessment of informational artifacts, such as software applications. An example dimension is
“viscosity,” which simply refers to resistance to local change. The analogy of stirring a spoon in
treacle (high viscosity) versus milk (low viscosity) quickly gives the idea. Having understood the
concept in a familiar context, Green then showed how the dimension could be further explored to
describe the various aspects of interacting with the information structure of a software application.
In a nutshell, the concept is used to examine “how much work you have to do if you change your
mind” (Green, 1990, p79). Different kinds of viscosity were described, such as “knock-on’ viscosity,”
where performing one goal-related action makes necessary the performance of a whole train of
extraneous actions. The reason for this is due to constraint density: the new structure that results
from performing the first action violates some constraint, which must be rectified by the second
action, which in turn leads to a different violation, and so on. An example is editing a document
using a word processor without widow control. The action of inserting a sentence at the beginning
of the document can have a knock-on effect whereby the user must then go through the rest of the
document to check that all the headers and bodies of text still lie on the same page.

The approach was meant to be broad-brush, and importantly, comprehensible to and usable
by non-specialists. The original set of terms comprised a small vocabulary of about 12 terms that
describe aspects of user interaction that are cognitively relevant. Besides viscosity, they included
premature commitment (“are there strong constraints in terms of the order of how tasks are to be
carried out?”), diffuseness (“how much space does the notation require to produce a certain result
or express a meaning?”) and visibility (“how readily can required parts of the notation be identified,
accessed and made visible?”). Some are more intuitive to understand than others. One of Green’s
claims about the value of cognitive dimensions is that by identifying different kinds of dimensions at
a suitable level of abstraction across applications, solutions found in one domain may be applicable
to similar problems found in others.

Although never widely used, the lingua franca of “cog dims” has been influential. In particular,
it has been used to determine why some interfaces are more effective than others. These include ed-
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ucational multimedia (e.g., Oliver, 1997; Price, 2002), collaborative writing (Woods, 1995), tangible
user interfaces (Edge and Blackwell, 2006) and programming environments (Modugno et al., 1994;
Yang et al., 1995). Kadoda et al. (1999) and Blackwell and Green (2000) also extended the approach
by developing a generalized questionnaire in which the definitions of cog dims are provided for users
rather than designers, who decide for themselves the features of a system that they wish to criti-
cize. Designers and researchers who have been exposed to them for the first time have found them
comprehensible, requiring not too much effort to understand and to learn how to use (Green et al.,
1996). Indeed, when one first encounters the cog dims there is a certain quality about them that
lends to articulation. They invite one to consider explicitly trade-offs in design solutions that might
otherwise go unnoticed and which, importantly, can be traced to the cognitive phenomena they are
derived from.

5.1.2 WRIGHT ET AL.’S RESOURCES MODEL
Wright et al. (2000) modeled external cognition in terms of resources that are drawn upon during
user interaction. They categorized these in terms of plans, goals, possibilities, history, actions-effect
relations or states. They could be represented internally (e.g., memorized procedure) or externally
(e.g., written instructions). Configurations of these resources, distributed across internal and external
representations, were assumed to be what informs an action. In addition, the way the resources are
configured in the first place, is assumed to come about through various “interaction strategies.” These
include things like plan following and goal matching. Thus, a user’s selection of a given action may
arise through an internal goal matching strategy (e.g., delete the file) being activated in conjunction
with an external “cause-effect relation” being perceived, (e.g., a dialog box popping up on the screen
saying ‘are you sure you want to delete this file?’).

Wright et al.’s (2000) analytic framework identified patterns of interaction together with the
variability of resources that are used at different stages of a task — such as determining when a user
can depend on the external resources (e.g., action-effect relations) to constrain what to do next and
when they must rely more on their own internal resources (e.g., plans, goals and history of actions).
The idea was that the analyst could reflect on the problems with a given interface in terms of the
demands the various patterns of resources place on the user.
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What impact has external cognition had on HCI?

One of the main uses of the external cognition approach in HCI has been
to enable researchers and designers to articulate designs and phenomena in
terms of a set of core properties and design dimensions — which they did
not have access to before. In so doing, a language, couched in how people
manipulate representations, interact with objects, etc., at an interface, was
provided, helping researchers to select, articulate and validate particular forms
of external representation in terms of how they could support various activities
being designed for. Besides the originators of the theoretical frameworks,
they have been used by a number of others to inform the design of various
interfaces.Their emphasis on determining the optimal way of structuring and
presenting interactive content with respect to the cognitive effort involved can
be viewed as being generative Although largely superseded by contemporary
theories that address a broader range of user aspects, the extended cognition
approach still has much to offer in terms of helping designers select and create
interactive visualizations, feedback and multi-modal representations.

5.2 DISTRIBUTED COGNITION
The distributed cognition approach considers cognitive phenomena in terms of individuals, artifacts,
and internal and external representations (Hutchins, 1995). It provides a more extensive account
compared with external cognition.Typically, it involves describing a “cognitive system,” which entails
interactions among people, the artifacts they use, and the environment they are working in. It was
initially developed by Hutchins and his colleagues in the late 1980s and proposed as a radically
new paradigm for rethinking all domains of cognition (Hutchins, 1995). It was argued that what
was problematic with the classical cognitive science approach was not its conceptual framework per
se, but its exclusive focus on modeling the cognitive processes that occurred within one individual.
Alternatively, Hutchins argued that what was needed was for the same conceptual framework to be
applied to a range of cognitive systems, including socio-technical systems at large (i.e., groups of
individual agents interacting with each other in a particular environment).

Part of the rationale for this extension was that, firstly, it was assumed to be easier and more
accurate to determine the processes and properties of an “external” system — since they can arguably,
to a large extent, be observed directly in ways not possible inside a person’s head — and, secondly, they
may actually be different and thus unable to be reduced to the cognitive properties of an individual.
To reveal the properties and processes of a cognitive system requires doing an ethnographic field
study of the setting and paying close attention to the activities of people and their interactions
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with material media (Hutchins, 1995). These are conceptualized in terms of “internal and external
representational structures” (Hutchins, 1995, p135). It also involves examining how information is
propagated through different media in the bounded cognitive system.

Distributed Cognition in a Nutshell

The distributed cognition approach provides an event-driven description of
the information and its propagation through a cognitive system.The cognitive
system might be one person’s use of a computational tool, such as a calculator;
two people’s joint activities when designing the layout for the front page of
a newspaper, using a shared authoring tool, or more widely, a large team of
software developers and programmers, examining how they coordinate their
work with one another,using a variety of mediating artifacts, such as schedules,
clocks, to-do lists and shared files.
The granularity of analysis varies depending on the activities and cognitive
system being observed and the research or design questions being asked. For
example, if the goal is to examine how a team of pilots fly a plane — with a
view to improving communication between them — then the focus will be on
the interactions and communications that take place between them and their
instruments, at a fine level of granularity. If the goal is to understand how
pilots learn how to fly — with a view to developing new training materials —
then the focus will be at a coarser grain of analysis, taking into account the
cultural, historical, and learning aspects involved in becoming a pilot.
The description produced may cover a period of a day, an hour or only minutes,
depending on the study’s focus. For the longer periods, verbal descriptions are
primarily used. For the shorter periods, micro-level analyses of the cognitive
processes are meticulously plotted using diagrammatic forms and other graph-
ical representations. The rationale for performing the finer levels of analysis
is to reveal practices and discrepancies that would go unnoticed using coarser
grains of analysis, but which reveal themselves as critical to the work activity.
A distributed cognition analysis typically involves examining:

• The distributed problem-solving that takes place (including the way peo-
ple work together to solve a problem).

• The role of verbal and non-verbal behavior (including what is said, what
is implied by glances, winks, etc. and what is not said).

• The various coordinating mechanisms that are used, e.g., rules, proce-
dures.

• The various ways communication takes place as the collaborative activity
progresses.



5.2. DISTRIBUTED COGNITION 39

• How knowledge is shared and accessed.

It should be stressed that there isn’t one single way of doing a distributed cog-
nition analysis. Within work settings, data is collected and then analyzed and
interpreted in terms of work practices, routines and procedures followed, and
the work arounds that teams develop when coping with the various demands
placed upon them at different times during their work. Breakdowns, incidents
or unusual happenings are highlighted, especially where it is discovered that
excessive time is being spent doing something, errors were made using a sys-
tem, or a piece of information was passed on incorrectly to someone else or
misheard.
Problems can also be described in terms of the communication pathways that
are being hindered or the breakdowns arising due to information not prop-
agating effectively from one representational state to another. This level of
analysis can reveal where information is being distorted, resulting in poor
communication or inefficiency. Conversely, it can show when different tech-
nologies and the representations displayed via them are effective at mediating
certain work activities and how well they are coordinated.

Hutchins emphasizes that an important part of doing a distributed cognition analysis is to have
a deep understanding of the work domain that is being studied. He recommends, where possible,
that the investigators learn the trade under study. This can take a team of researchers several months
and even years to accomplish and in most cases this is impractical for a research or design team to
do. Alternatively, it is possible to spend a few weeks immersed in the culture and setting of a specific
team to learn enough about the organization and its work practices to conduct a focused analysis of
a particular cognitive system.

The distributed cognition approach has been used primarily by researchers to analyze a variety
of cognitive systems, including airline cockpits (Hutchins and Klausen, 1996; Hutchins and Palen,
1997), air traffic control (Halverson, 1995), call centers (Ackerman and Halverson, 1998), software
teams (Flor and Hutchins, 1992), control systems (Garbis and Waern, 1999), emergency rooms
(Artman and Waern, 1999), emergency medical dispatch (Furniss and Blandford, 2006) and en-
gineering practice (Rogers, 1993, 1994). One of the main outcomes of the distributed cognition
approach is an explication of the complex interdependencies between people and artifacts in their
work activities. An important part of the analysis is identifying the problems, breakdowns and the
distributed problem-solving processes that emerge to deal with them. In so doing, it provides multi-
level accounts, weaving together “the data, the actions, the interpretations (from the analyst), and
the ethnographic grounding as they are needed” (Hutchins and Klausen, 1996, p19). For example,
Hutchins’ account of ship navigation provides several interdependent levels of explanation, including
how navigation is performed by a team on the bridge of a ship; what and how navigational tools are



40 5. MODERN THEORIES

used, how information about the position of the ship is propagated and transformed through the
different media and the tools that are used.

As a theoretical approach, it has received considerable attention from researchers in the cog-
nitive and social sciences, most being very favorable. However, there have been criticisms of the
approach, mainly as a continuation of an ongoing objection to cognitive science as a valid field of
study and, in particular, the very notion of cognition (e.g., Button, 1997). In terms of its application
in HCI, Nardi (1996, 2002) has voiced her concerns about its utility in HCI. Her main criticism
stems from the need to do extensive fieldwork before being able to come to any conclusions or design
decisions for a given work setting. Furthermore, she points out that there is not a set of interlinked
concepts that can be readily used to pull things out from the data. In this sense, Nardi has a point:
the distributed cognition approach is difficult to apply, since there is not a set of explicit features to
be looking for, nor is there a check-list or recipe that can be easily followed when doing the analysis.
It requires a high level of skill to move between different levels of analysis, to be able to dovetail
between the detail and the abstract. As such it can never be viewed as a “quick and dirty” prescriptive
method. The emphasis on doing (and interpreting) ethnographic fieldwork to understand a domain
means that at the very least, considerable time, effort and skill is required to carry out an analysis.

Where the distributed cognition framework can be usefully applied to design concerns, is
in providing a detailed level of analysis which can provide several pointers as to how to change a
design (especially forms of representation) to improve user performance, or, more generally, a work
practice. For example, Halverson (2002) discusses how in carrying out a detailed level of analysis of
the representational states and processes involved at a call center, she was, firstly, able to identify why
there were problems of coordination and, secondly, determine how the media used could be altered
to change the representational states to be more optimal. Hence, design solutions can start to emerge
from a detailed level of analysis because the nature of the descriptions of the cognitive system is at
the same level as the proposed design. In other words, the low-level nature of a distributed cognition
analysis can be most useful at revealing the necessary information to know how to change a design,
when it has been identified as being problematic.

There have also been various efforts to develop more applied distributed cognition methods
that are more accessible and easier to apply. One in particular that has been used by a number of
researchers is Distributed Cognition for Teamwork (DiCoT) — essentially a structured approach for
analyzing work systems and teamwork (Blandford and Furniss, 2005; Furniss and Blandford, 2010).
The approach draws on core ideas from DC theory and combines them with more practical aspects
of contextual design (Beyer and Holtzblatt, 1998; Holtzblatt and Jones, 1993), that resulted in a
comprehensive set of underlying themes and principles intended to guide researchers in knowing
what to focus on when analyzing and interpreting data from workplace settings. Themes include
physical layout, information flow, and the design and use of artifacts; principles include subtle bodily
supports (for example, pointing on a screen while replying to someone who walks in and asks a
question is part of the mechanism of remembering where they are in a task) and arrangement of
equipment (e.g., where computers, printers, etc., are in an office determines who has access to and
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can interact with information). The themes and principles are intended to help researchers organize
their field observations into a set of interdependent models that can help elicit insights about user
behavior.

Contextual design

Contextual design (Beyer and Holtzblatt, 1998) is not a theory but an applied
approach that was developed to deal with the collection and interpretation of
ethnographic findings. It is only briefly mentioned here because it was an im-
portant component in the development of the applied DiCoT framework. It is
concerned with explicating context and the social aspects of user-interaction
and how to use this to inform the design of software. It focuses on how
to progress layers of abstractions rather than bridging analysis and design
through examining the detail of each. It is also much more prescriptive, pro-
moting a process of transforming data into a set of abstractions and models.
The outcome is a very hands-on method of applying research findings, that has
proven to be highly successful, with many other practitioners having adopted
and used it. Part of its attraction lies in its conceptual scaffolding; it offers
a step-by-step approach with various forms to fill in and use to transform
findings into more formal structures.

A benefit of bringing together the various strands of the DC literature is to provide a more
structured framework that can help researchers and developers to identify the strengths and limita-
tions of the current artifact designs. In so doing, it should enable them to reason systematically about
how to re-design the work settings, in terms of considering new technologies, work practices, phys-
ical layout, etc. Others have also started to use it to analyze work practices, including software team
interactions (Sharp and Robinson, 2008) and mobile healthcare settings (McKnight and Doherty,
2008).

What impact has the distributed cognition approach had on HCI?

The distributed cognition approach has been widely used in HCI to analyze
existing practices and to inform new and redesigns by examining how the form
and variety of media in which information is currently represented might be
transformed and what might be the consequences of this for a work practice.
Partially in response to the criticism leveled at the difficulty of applying the
distributed cognition approach, Hutchins and his colleagues (Hollan et al.,
2000) set an agenda for how it could be used more widely within the context



42 5. MODERN THEORIES

of HCI. They proposed it was well suited both to understanding the complex
networked world of information and computer-mediated interactions and for
informing the design of digital work materials and collaborative work places.
They suggested a comprehensive methodological framework for achieving
this.
Conducting a detailed distributed cognition analysis and using the DiCoT
method has enabled researchers and designers to explore the trade-offs and
likely outcomes of potential solutions and in so doing suggest a set of require-
ments grounded in the details of the work place, e.g., types of information
resources, that are considered suitable for specific kinds of activities. The way
theory has been applied from the DC approach has been largely descriptive
and, to a lesser extent, generative; providing a detailed articulation of a cog-
nitive system, and in so doing, providing the basis from which to generate
design solutions.

5.3 ECOLOGICAL PSYCHOLOGY
The ecological psychology approach — originally developed by Gibson (1966, 1979) — was also
considered by several researchers to be more relevant to HCI than the classical cognitive theories,
especially for addressing how users interacted with the external world. For Bill Gaver (2008), reading
Gibson was a revelation; making a huge impact on his thinking and convincing him of the impor-
tance of contextualizing human computer interactions in the environment they occur in rather than
following the mainstream cognitive approach of isolating and identifying representations solely in
the head.

Gibson’s view was that psychology should be the study of the interaction between humans and
their environment.This involved describing in detail the environment and people’s ordinary activities
within it (Neisser, 1985). HCI researchers took his philosophy and insights to heart, adapting his
concepts in order to examine how people interacted with technological artifacts (Gaver, 1991; Kirsh,
2001; Norman, 1988; Rasmussen and Rouse, 1981; Vicente, 1995; Woods, 1995).

Ecological Psychology in a Nutshell

A central part of Gibson’s ecological psychology theory is the notion of invari-
ant structures in the environment and how they relate to human perception
and action. Two that were considered most relevant to HCI were ecological
constraints and affordances. Ecological constraints refer to structures in the ex-
ternal world that guide people’s actions rather than those that are determined
by internal cognitive processes. An affordance refers to the relationship be-
tween the properties of a person and the perceptual properties of an object in
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the environment. Within the context of HCI, it is used to refer to attributes
of objects that allow people to know how to use them. In a nutshell, to afford
is taken to mean “to give a clue” (Norman, 1988). Specifically, when the af-
fordances of an object are perceptually obvious it is assumed that they make it
easy to know how to interact with the object (e.g., door handles afford pulling,
cup handles afford grasping). Norman (1988) provided a range of examples
of affordances associated with everyday objects such as doors and switches —
that were easy to understand and use when talking about interfaces.
This explication of affordances in HCI is simpler than Gibson’s original idea
— and to some extent that has been part of its appeal. It rapidly came into
widespread use in HCI providing a way for researchers and designers, alike, to
describe interfaces, suggesting to the user what to do when carrying out a task.
It provided them with an easy to use shared articulatory device, helping them
think about how to represent objects at the interface that could readily afford
permissible actions (Gaver, 1991) and providing cues as to how to interact
with interface objects more easily and efficiently.

It is not necessary to know about the original ecological psychology theory to understand the
concepts that have been imported into HCI. Instead, the idea of invariant structures is taken as
a given. The problem of only having a shallow understanding of an affordance, however, is that it
requires working out what are affordable objects at the interface (St. Amant, 1999). There are no
abstractions, methods, rules or guidelines to help the researcher identify instances of something —
only analogies drawn from the real world.

Indeed, many designers began to use the term affordances to apply to everything, and as a
way of thinking and talking about what adding a feature to the interface might mean to the user. It
became easy to slip into talking about the meaning of an icon, the way a scroll bar moved, and the
positioning of a window — as being easy to understand, because they afforded clicking on. Norman,
however, was horrified at how sloppily the term had become used in common design parlance. To
better articulate how to use the notion of affordances at the interface, he thought it important to
understand the distinction between two kinds: perceived and real (Norman, 1999). On the one hand,
physical objects were considered to have real affordances, as described above, like grasping, which
are perceptually obvious and do not have to be learned. User interfaces that are screen-based, on the
other hand, do not have these kinds of real affordances. Importantly, this means that users have to
learn the meaning and function of each object represented at the interface before knowing how to act.
Norman argued that screen-based interfaces have perceived affordances, which are based on learned
conventions and feedback. For example, having a red flashing button icon appear at the interface
may provide visual cues to enable the user to perceive that clicking on that icon is a meaningful
useful action at that given time in their interaction with the system, that has a known outcome.



44 5. MODERN THEORIES

Vicente (1995) and Vicente and Rasmussen’s (1990) considered it more beneficial to import
more of the original theory into HCI, and so developed the Ecological Interface Design framework.
Affordances were described in terms of a number of actions (e.g., moving, cutting, throwing, carry-
ing). The various actions are sorted into a hierarchy of categories, based on what, why and how they
afford. The framework was intended to allow designers to analyze a system at different levels, which
correspond to the levels in the hierarchy.

Kirsh (2001) also proposed operationalizing the notion of affordance by grounding it more
in the original Gibsonian ideas. Instead of couching it in terms of objects giving clues as to what
to do, he proposed viewing affordance in terms of structures in the environment that invite people
to do something. The term he used was entry points. Consider the way information is laid out
on posters, websites and magazines; they provide different entry points for scanning, reading and
following. These include headlines, columns, pictures, cartoons, figures, tables and icons. Well-
designed information allows a person’s attention to move rapidly from entry point to entry point for
different sections (e.g., menu options, lists, descriptions). Poorly designed information does not have
clear entry points — it is hard to find things. In Kirsh’s terms, entry points are affordances in the
sense of inviting people to carry out an activity (e.g., read it, scan it, look at it, listen to it, click on it).
This reconceptualization potentially has more design purchase as it encourages designers to think
about the coordination and sequencing of actions and the kind of feedback to provide, in relation to
how objects are positioned and structured at an interface — rather than simply whether an object
per se suggests what to do with them.

The concept of entry points has since been used successfully in interaction design as a design
and conceptual tool. For example, Lidwell et al. (2006) have operationalized it as a generative design
principle, describing features that, on the one hand, lure people into them and, on the other, do
not deter them from entering them. Rogers et al. (2009) used entry points as the basis of their
Shared Information Spaces framework, which was intended for researchers to think about how to
constrain or invite group participation and collaboration through the layout of a physical room, the
display and device interfaces provided and the kind and way information is presented (physical or
digital).The assumption is that the design of entry points can provide different ways for participants
to collaborate in both verbal and physical modes that lend themselves to more or less equitable
participation. Hornecker et al. (2007) have also incorporated entry points into their comprehensive
framework on the shareability of devices. The framework also includes other concepts such as
access points, overview and fluidity of sharing, which are intended to show the relationship between
elements of space, technology and people, by denoting design characteristics that invite people
into engagement with a group activity and entice them to interact and join a group’s activity. The
assumption is that considering the relationship between the various elements in the framework can
encourage a more comparative approach to designing interfaces for shared use. In so doing, it can
enable a number of more specific research questions and hypotheses to be generated that could be
investigated experimentally.
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What impact has ecological psychology had on HCI?

A main contribution of the ecological psychology approach in HCI has been to
extend its discourse, primarily in terms of articulating certain properties about
an interface or space in terms of their behavior, appearance and properties. As
such the role of theory is largely descriptive, providing design concepts. Most
significantly, it has generated core terms that have become part of interaction
design’s everyday parlance, namely affordance and entry points.

5.4 SITUATED ACTION

The turn “to the social” took place in the late 1980s and early 1990s as a reaction against the dominant
cognitive paradigm in HCI. During that time, several sociologists proposed alternative approaches
for analyzing user-interaction (see Button, 2003; Shapiro, 1994) that focused on the social aspects of
work settings and technology support. Lucy Suchman’s (1987) book Plans and Situated Action took
the field by storm and was universally read by all in HCI; its impact was to have a profound effect
on how computation, programming, users and interface design were construed and researched. As
well as providing an indisputable critique of the classical cognitive approaches, her alternative ideas
about situated action resonated with many who had become disaffected with information-processing
models underlying much of HCI.

The situated action approach has its origins in cultural anthropology. Suchman (1987) argued
for “accounts of relations among people, and between people and the historically and culturally
constituted worlds that they inhabit” (p71). To achieve this requires examining the relationship be-
tween “structures of action and the resources and constraints afforded by physical and social circum-
stances” (p179). This involves analyzing “how people use their circumstances to achieve intelligent
action (...) rather than attempting to abstract action away from its circumstances” (p50). Suchman
was quite clear in her intentions not to produce formal models of knowledge and action, but to
explore the relationship of knowledge and action to the specific circumstances in which knowing
and acting happen.

Situated Action in a Nutshell

The situated action approach offers detailed accounts of how technology is
used by people in different contexts, which can often be quite different from
the way the technology was intended to be used. The method used to reveal
these discrepancies is predominantly ethnographic (i.e., carrying out exten-
sive observations, interviews, collecting video and note taking of a particular
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setting). Typically, the findings are contrasted with the prescribed way of do-
ing things, i.e., how people ought to be using technology given the way it has
been designed. Sometimes conversational analysis (CA) is used to interpret
the dialogue and interactions that take place between users and machine. For
example, one of the earliest studies, using this approach was Suchman’s (1983)
critique of office procedures in relation to the design of office technology. Her
analysis showed how there is a big mismatch between how work is organized
in the process of accomplishing it in a particular office and the idealized mod-
els of how people should follow procedures that underlie the design of office
technology. Simply, people do not act or interact with technology in the way
prescribed by these kinds of models. Instead, Suchman argued that designers
would be much better positioned to design systems that could match the way
people behave and use technology if they began by considering the actual
details of a work practice. The benefits of doing so could then lead to the
design of systems that are much more suited to the kinds of interpretative and
problem-solving work that are central to office work.
In Suchman’s (1987) much-cited study — of how pairs of users interacted with
an expert help system, intended as a help facility for using with a photocopier
— she stressed how the design of such systems would greatly benefit from
analyses that focus on the unique details of the user’s particular situation —
rather than any preconceived models of how people ought (and will) follow
instructions and procedures. Her detailed analysis of how the expert help
system was unable to help users in many situations where they got stuck
highlighted again the inadequacy of basing the design of an interactive system
primarily on an abstract user model. In particular, her findings showed how
novice users couldn’t follow the procedures, as anticipated by the user model,
but instead engaged in ongoing, situated interaction with the machine with
respect to what they considered at that moment as an appropriate next action.

SA analyses have revealed that while people may have plans of action in mind, they often
need to change them depending on what is actually happening in a specific situation. They use
their embodied and past experiences to deal with the contingencies of the ongoing situation. The
canonical example provided by Suchman (1987) is of someone going over the falls in a canoe.

“In planning to run a series of rapids in a canoe, one is very likely to sit for a while above
the falls and plan one’s decent. The plan might go something like “I’ll get as far over to the left as
possible, try to make it between those two large rocks, then back very hard to the right to make
it around that next bunch.” A great deal of deliberation, discussion, simulation, and reconstruction
may go into such a plan. But however detailed, the plan stops short of the actual business of getting
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your canoe through the falls. When it really comes down to the details of responding to currents
and handling a canoe, you effectively abandon the plan and fall back on whatever embodied skills
are available to you.”

Following Suchman, a number of field studies were published that explored the situated and
social aspects of user interaction in the work contexts they occurred. The outcome was a corpus
of detailed “thick” accounts of a diversity of work practices and based on these design guidance
about the specifics of the setting studied (Plowman et al., 1995). However, a criticism leveled at the
situated action approach is its focus on the “particulars” of a given setting, making it difficult to
step back and generalize. For example, Nardi (1996) exclaims how in reading about the minutiae
of a particular field study “one finds oneself in a claustrophobic thicket of descriptive detail, lacking
concepts with which to compare and generalize” (p92). This suggests it can be difficult for those
used to seeing the world in abstractions to conceptualise it at such a level of detail. In an attempt to
overcome this limitation, Hughes et al. (1997) proposed a generalizable framework to help structure
the presentation of ethnographic findings in a way that was intended to act as a bridge between
fieldwork and “emerging design decisions.” The abstractions are discussed in terms of three core
dimensions intended to orient the designer to thinking about particular design problems and con-
cerns in a focused way, that in turn can help them articulate why a solution might be particularly
helpful or supportive. These are “Distributed Coordination” (work tasks are performed as patterns
of activity, e.g., division of labor), “plans and procedures” (the organizational support for distributed
coordination, such as project plans and schedules, job descriptions) and “awareness of work” (the
organization of work activities that makes them “visible” to others doing the work).

What impact has the situated action approach had in HCI?

The influence of the situated action approach on HCI practice has been per-
vasive. Suchman became one of the most frequently cited authors in the HCI
literature. It changed the way researchers thought of computer interactions
and work activities, taking context to be a focal concern. Several researchers
reported how the situated action approach has profoundly changed the way
they think about how they conceptualise and develop system architectures
and interface design (e.g., Button and Dourish, 1996; Clancey, 1993). The
situated approach has also become part of designer’s talk; concepts of “situ-
atedness” and “context” often being mentioned as important to design for.
Hence, the situated action approach has, arguably, had a considerable influ-
ence on designers. Nowadays, it is increasingly common for designers and
others to spend time “in the field” understanding the context and situation
they are designing for before proposing design solutions (Bly, 1997).
Its contribution is descriptive, providing accounts of working practices. It has
also had a big impact in the field , facilitating the widespread use of socially
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oriented concepts, such as context, and inspiring the development of analytic
frameworks.

5.5 ETHNOMETHODOLOGY AND ETHNOGRAPHY
Another significant contribution to the “turn to the social” was ethnomethodologically informed
ethnography, where field studies were conducted of work practices and interpreted in terms of the
practical accomplishment of the people involved (Anderson, 1994). Similar to the situated action
approach, it was developed in HCI as a reaction against mainstream cognitive theories. As the name
suggests, it is considered an approach to adopt within HCI rather than a theory per se.

Ethnomethodology was originally proposed as an alternative methodology in sociology,
intended to replace traditional top-down theories that sought to identify invariant struc-
tures (Garfinkel, 1967; Garfinkel and Sacks, 1970). Such external points of view of the world were
considered not at all representative of the actual state of affairs. In this sense, it has an anti-theoretical
stance, being quite explicit about its epistemological origins.

Ethnomethodology in a Nutshell

Ethnomethodology is concerned with how people accomplish social order
in their everyday and work settings. Social order refers to the interactional
work through which people conduct themselves (Garfinkel, 2002). This is
viewed as an accomplishment in how society’s members craft their moment-
to-moment interaction. Essentially, it views people as shaping their actions
rather than their actions being shaped by their environment. Ethnographic
data is collected and analyzed to reveal how this is achieved. The accounts of
work practices are presented largely as thick descriptions (Geertz, 1993). By
this it is meant extensive and very detailed accounts.
Within HCI, the ethnomethodological approach has provided illuminating
accounts of the details of work practices through which actions and inter-
actions are achieved. Hence, it is an approach rather than a theory. It was
popularized mainly by British sociologists, who used it to analyze a num-
ber of workplace settings; the most well known were of a control center
in the London Underground (Heath and Luff, 1991) and of air traffic con-
trol (Bentley et al., 1992). They can be very revealing, often exposing taken
for granted working practices, which turn out to be central to the efficacy of
how a technological system is being used in a setting.
They have also been used to evaluate a number of technology designs and
interventions, including Heath and Luff ’s series of studies on media spaces,
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augmented paper and hospital equipment (cited in Button, 2003). A recent
study of theirs has also used it,first, to examine the interactional and sequential
organization of museum visitor’s actions and second, based on the findings,
to inform the design of the conduct of a robot guide (Yamazaki et al., 2009).
The robot guide was provided with various resources to engage visitors when
interacting with a particular art exhibit. An evaluation of the robot in situ
revealed how these resources were useful in engaging visitors in explanations.

A tension ethnomethodologists have had to confront, when working in HCI, is to show how
their accounts can be useful for the design of technology and work.To begin, there was an expectation
that the rich descriptions would lend themselves to being translated into “design implications” and
several, started to add them at the end of their descriptions of field studies. The problem of asking
ethnomethodologists to venture into this unfamiliar territory — namely, offering advice for others
to follow — however, is that it forces them to come up with a cursory set of bullet points (Rogers,
1997). Many felt uncomfortable offering advice to others, whose very profession is to design —
which clearly theirs is not. Their role is regarded as descriptive not prescriptive (Cooper, 1991). By
bowing to such pressure, the design guidance ended up being rather tokenistic and not in keeping
with the rich descriptions. For example, in one study, Anderson et al. (1993) provided a very detailed
and insightful descriptive account of an organization’s working practice. Following this, they outlined
four brief “bullet-point” guidelines. One of these is that designers need support tools that take up a
minimal amount of their time and that such tools should be adaptive to the exigencies of changing
priorities. Such an observation is stating the obvious and could have easily been recognized without
the need of a detailed field study. It is not surprising, therefore, that this form of abstracting from
detailed field studies opened itself up for criticism; “most designers know the former only too well
and desire the latter only too much” (Rogers, 1997, p68).

Recognizing this as a dilemma resulted in rethinking what else could be offered besides bullet
points tacked on the end of thick descriptions. As one alternative, Button and Dourish (1996) pro-
posed a core set of social mechanisms that had been proposed by the founders of ethnomethodology.
These included the higher order concepts of practical action, order, accountability and coordination.
Furthermore, they argued that ethnomethodologists and interaction designers could benefit by try-
ing to see the world through each other’s perspective: “design should adopt the analytic mentality
of ethnomethodology, and ethnomethodology should don the practical mantle of design” (p22). It
was suggested that this form of synergism could be achieved through system design taking on board
concepts, such as situatedness, practical action, order and accountability, while ethnomethodology
could benefit from taking on board system design concepts like generalization, configuration, data
and process and mutability. While this approach was a laudable attempt at pushing a new dialogue
in HCI it never took off. This is partly because the concepts were too difficult to define, appropriate
and use in the different contexts.
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Besides ethnomethodological-ethnography, a number of other ethnographic field studies have
been published in the HCI and CSCW literature. Their theoretical and analytic framings vary;
some being anthropological ethnography, focusing on cultural aspects, and others being cognitive
ethnography, using concepts from distributed cognition to frame research questions and explain their
data.Such eclecticism is considered by most to be healthy for the field,providing multiple perspectives
and ways of understanding a diversity of human computer interactions, besides only being viewed
from an ethnomethodology stance. However, at a recent CHI conference, a controversial paper
surfaced, arguing that there was only really one acceptable way of grounding ethnography in HCI,
namely in ethnomethodology (Crabtree et al., 2009). Much criticism was pitted against the new
ethnographies that have been published on everyday settings, and which are not concerned with
systems design per se. Crabtree et al.’s beef with the new ethnographies is in the “methodological
dangers” that might arise when switching the focus to cultural practice; the ensuing accounts become
more of a literary practice (Crabtree et al.’s emphasis) where design ideas are based on “conceptual
rhetoric” rather than on the “organized conduct of those who will ultimately use the technology.”
Compared with the rich descriptions that the ethnomethodological approach provides they argue
that cultural ethnography has become a vehicle for“producing social and cultural texts.” Instead of
acting on behalf of the members, the researchers have become wordsmiths plying their theories and
understandings of culture.

Simply put,what is behind the ethnomethodologist’s fear is that the new ethnographies are not
kosher. However, the uproar following the publication of Crabtree at al.’s “ethnography considered
harmful” paper suggests otherwise. Just as cognitive ethnography has provided new insights and
ways of thinking about work practice, user experience and technology design so, too, are culturally-
inspired ethnographies providing fresh insights into the everyday practices and appropriation of a
diversity of technologies.The debate over what is acceptable HCI practice has long passed and more
constructive debate about what contributions the different kinds of ethnography have to offer is to
be welcomed.

Theory-driven Ethnography in a Nutshell

As discussed above, Rogers (1997) noted how drawing implications for de-
sign both belittles the ethnographer’s rich descriptive accounts while appear-
ing tokenistic to the designers. Moreover, it is often ill-suited to the kinds
of generalizations that are expected and readily made from the findings of
other kinds of user studies and conceptual analyses in HCI. More recently,
(Dourish, 2006, 2007) extended this argument, critiquing the “implications
for design” further. He stresses how the expectation that has arisen in HCI
— that ethnographic field studies need to enumerate specific “implications
for design” in order to be relevant to HCI is misplaced. Instead of assum-
ing a researcher can “go out and find facts lying around in the world, dust
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them off, and bring them home to inform, educate, and delight” he argues
that ethnography is deeply relevant for design, but that its value is elsewhere.
This can get lost, when only focusing on the value of the design implications
presented (or not) at the end of a field study. “Such lists underplay the more
radical implications that may be caught up in ethnographic work; indeed, if
the ethnographer returns from the field with little more than the lesson that
the object in question should be green, should fit in a handbag, and should
run for at least three weeks on two AA batteries, then I might venture that
there isn’t much to the ethnography.” (Dourish, 2007, p5).

Importantly, the theoretical work of ethnography needs to be brought out much more, given
its interpretive, analytic practice (Dourish, 2007). Moreover, the practice of reading for theory needs
to be more up front since it may prove to be where the really significant “implications” are. This can
involve examining ethnographical materials of cultural practices and the anthropologist’s theoretical
interpretations of them, which may be produced outside of the domain of technology development.
The detailed and rich accounts of human experience can be read outside the terms of the specific field
study, and, arguably provide guidance that is generalizable to other contexts — something that the
ethnomethodologists have struggled with because of their adherence to the specific details. It does,
however, require that the HCI researcher immerse themselves in the thick of cultural anthropology,
which for some may be a joy, while for others too much of a journey into the unknown. For those
with the time and curiosity, it can open up new possibilities for thinking about the design space, user
experience and technologies.

What impact have ethnomethodology and ethnography had on HCI?

Ethnomethodology and ethnographic approaches have had a big impact on
HCI and CSCW, by providing many insightful detailed descriptions of work
and everyday practices. While the locus of their value has been contested, in
terms of whether they should be making a theoretical or empirical contribu-
tion, they continue to be considered a fundamental part of doing user studies.
They have informed design in various ways; suggesting new prototypes, new
work practices and the conduct of user’s interactions with technologies, in
terms of how best they can be accomplished, by following the way they are
conducted in human-human interactions and actions. Less successful, have
been attempts to enrich design discourse, through providing a new lingua
franca of concepts.
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5.6 CSCW THEORIES

The field of CSCW emerged in the late 1980s, when a critical mass of researchers proposed an
agenda for the social and organizational aspects of computing.The framing was concerned primarily
with how computer technologies could be designed to support collaborative working practices. A
particular interest was on how computer support could be developed to ameliorate the negative
aspects of group working while enhancing or extending the positive aspects.

Unlike HCI, where cognitive psychology was largely the dominant theory that helped shape
the field, initially a number of disparate theories were drawn upon from the social sciences, including
organization, sociological and social psychology. They were primarily concerned with how organi-
zations, groups and teams work together, but were approached from different levels and granularity
of analysis, methodological stances and epistemologies. For example, theories arising from sociol-
ogy included Gerson and Star’s (1986) articulation work together with approaches stemming from
Marxism, such as the division of labor, that adopted a critical stance towards how work is accom-
plished; theories coming from organizational psychology, included sociotechnical systems, with a
focus on job satisfaction and work design principles, such as Enid Mumford’s classic ETHICs (effec-
tive technical and human implementation of computer systems) method (see Mumford and Weir,
1979; and from social psychology, a number of group theories about social phenomena were cherry
picked, such as why groups exert less effort than individuals (see McGrath, 1984).

A perusal of the early CSCW literature suggests that many more theories were brought in
from a variety of perspectives, as CSCW established itself, compared with how HCI evolved. Part
of the reason for this is that the study of the social covers a much broader range of interactions,
concerns and topics — from why people behave differently in groups than by themselves to how
organizations manage their businesses, and hence there were more disciplines and theories to draw
upon by the diversity of researchers attracted to the emerging field. Arguably, this denser level
of theorizing resulted in a wider range of applications and systems being analyzed, informed and
generated (e.g., decision-making systems, workflow systems, computer-mediated communication,
social networking).

It is simply not possible to do justice to all the theoretical developments in CSCW in one small
section. Instead, I mention a few of them here to give a flavor of the different kinds that came to the
fore and the ways they were applied. There are, of course, parallels with HCI theory development,
in terms of how researchers saw their role in helping to account for, generate hypotheses, analyze
and inform the design of user studies and computing systems. However, there are some differences,
notably, in the scale and scope of the theories that address the complexity and uncertainty of how
organizations and groups work, compared to the early attempts at predictability and controllability
of individual cognition/user interaction.

Group theories were able to provide insights about social behavior and directions for how
technologies might support their work activities more effectively. A classic was McGrath’s (1991)
theory and typology of group modes, known as TIP, that was influential in shifting from lab-
based studies of groups to considering how they operate in real world settings (Grudin, 2008). He
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argued that groups engage in four essential modes of operation (inception, problem-solving, conflict
resolution, and execution) for which there are three functions for each of these (production, group
well-being and member support). Grudin (2008) notes how taking these all into account and their
interdependencies results in a quite different way of viewing technology design and adoption; one
that avoids the pitfalls of focusing exclusively on performance or productivity, which in, themselves,
are likely to fail because of all the things that happen in groups, as identified by McGrath’s typology.

Despite there being a large body of social psychology theories about small group behaviors,
only a few were brought to the attention of researchers in CSCW (Kraut, 2003). The most well
known was social loafing (individuals don’t work as hard as when they work by themselves as they
think the outcome of their efforts are being combined with those of others). Kraut (2003) has written
extensively how these can be systematically applied to the design of group support systems, such
as brainstorming tools and group decision-support tools. They have also been used to explain why
groups behave differently or unexpectedly when participating in online groups and communities. An
example he uses is the phenomenon of lurking or non-contribution in online communities, where
people join an online community or other discussion group but only take on a passive role, reading
what others had written and not contributing ideas or comments, themselves. Kraut (2003) suggests
that as well as couching CSCW behaviors in these identified phenomena,general guidelines that have
been derived from the theories in social psychology, such as social loafing (e.g., Karau and Williams,
1993), could be turned into design guidelines to suggest how to deal with them, by setting up
technology in certain ways that would encourage or constrain more equal participation. In doing so,
he shows how other factors and theories can be considered when trying to increase group participation
levels to be more even, such as making the group appear attractive (using principles and theories of
interpersonal attraction).

A controversial use of language theory

Theories of how people act through language, notably speech act theory, were
used to develop the language/action framework, which in turn, was used to
inform the design of a system, called the Coordinator, to help people work
more effectively by improving the way they communicate with one another
(Winograd and Flores, 1986). Speech act theory explains the functions utter-
ances have in conversations (Austin, 1962; Searle, 1969). They can be direct
(e.g., “I hereby declare you man and wife”) or indirect (when someone says
“It’s hot in here” what they really mean is it OK to open the window). The
Coordinator was designed to enable emails to be sent between people in the
form of explicit speech acts. When sending someone a request, say “Could
you get the report to me,” the sender was also required to select the menu
option “request.” This was placed in the subject header of the message, thereby
explicitly specifying the nature of the speech act. Thus, the Coordinator was
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designed to provide a straight forward conversational structure, allowing users
to make clear the status of their work and, likewise, to be clear about the status
of others’ work in terms of various commitments.
The application of speech act theory in this manner, however, was subject to
much criticism at the time by others in the research community who were
incensed by the assumptions that speech act theory could be usefully applied
to the design of a work system. Many heated debates ensued, often politically
charged. A major concern was the extent to which the system prescribed how
people should communicate. It was pointed out that asking users to specify
explicitly the nature of their implicit speech acts was contrary to what they
normally do in conversations. Moreover, forcing people to communicate in
such an artificial way was regarded as highly undesirable. While some people
may be very blatant about what they want doing, when they want it done
by, and what they are prepared to do, most people tend to use more subtle
and indirect forms of communication to advance their collaborations with
others. The problem that Winograd and Flores came up against was people’s
resistance to radically change their way of communicating.Indeed,many of the
people who tried using the Coordinator System in their work organizations
either abandoned it or resorted to using only the free-form message facility,
which had no explicit demands associated with it. It was asking too much
of them to change the way they communicated and worked. However, it
was successful in other kinds of organizations, namely those that are highly
structured and need a highly structured system to support them. In particular,
it has been much more successful in organizations, such as large manufacturing
divisions of companies, where there is a great need for management of orders
and where previous support has been mainly in the form of paper forms and
inflexible task-specific data processing applications (Winograd, 1994).

Coordination theories were also influential, explaining the coordination work that is needed
to enable groups to synchronize their efforts as a concerted action (e.g., Malone and Crowston,
1990). In an extensive review of his and others’ work in this area, Schmidt (2011) expounded
the coordination mechanisms that are integral to cooperative work, including the role played by
constructs such as checklists, plans, blueprints, and operating procedures. Drawing from Marxism
and other praxis-based theories, he established how material artifacts and practices are constructed,
appropriated, applied and adapted, providing a theoretical basis from which to analyze coordination
practices when new cooperative systems are being proposed or introduced into an organization.

Other theories that have been taken from critical sociology and the social sciences and shown
how they can be applied in CSCW include actor network theory (see Latour, 2005; Law, 1987)
and semiotic theory (De Souza, 2005). The former was developed as a reaction to the vague all
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encompassing terms prominent in sociology at the time, such as institutions, organizations, states
and nations, replacing them with a more realistic and smaller set of associations for describing
the very nature of societies, that encompasses both human individual actors and non-human, non
individual entities. The latter draws on concepts from semiotics and computer science to investigate
the relationship between designers and users, who are viewed as interlocutors in a communication
process that takes place through the interface of words, graphics, and behavior.

5.7 ACTIVITY THEORY

Activity Theory (AT) is a product of Soviet Psychology that explained human behavior in terms
of our practical activity with the world. It originated as part of the attempt to produce a Marxist
Psychology, an enterprise usually associated with Vygotsky (e.g., 1962) and later Leontiev (e.g., 1978,
1989). In the last 30 years, versions of AT have become popular elsewhere,particularly in Scandinavia,
Germany and now in the U.S. and UK. The newer “versions” of AT have been popular in research
investigating “applied” problems, particularly those to do with work, technology and education.

Its conceptual framework was assumed to have much to offer to HCI, in terms of providing
a means of analyzing actions and interactions with artifacts within a historical and cultural context
(Bannon and Bødker, 1991; Bødker, 1989; Kuutti, 1996; Nardi, 1996). It first appeared in HCI in
the late 1980s when Susanne Bødker (1989) applied it to the design of user interfaces for newspaper
production. It was then brought to mainstream attention through her collaboration with Liam
Bannon (Bannon and Bødker, 1991) where they showed how it could be used to analyze actions
and interactions with artifacts within historical and cultural contexts. They argued that this kind of
conceptual analysis could be used to inform the design of technologies that better suited workers in
their work environments. Since their pioneering work, numerous edited volumes, case studies, PhD
dissertations, and special journal issues have been published showing how AT can be adapted and
applied to a diversity of areas, particularly the analysis of work, technology and education.

Besides Bødker and Bannon’s seminal work, a number of researchers have promulgated its
merits and value for HCI, notably, Yjro Engestrøm, Kari Kuutti, Olav Bertelsen, Wendy MacKay,
David Redmiles and Jakob Bardram. But perhaps the most ardent and longstanding proponents are
Bonnie Nardi and Victor Kaptelinin. Since the mid 1990s, they have tirelessly promoted the AT ap-
proach, arguing that it has much to offer HCI researchers and practitioners, especially compared with
other cognitive and social approaches that have been imported into the field (Nardi and Kaptelinin,
2012). They claim it provides “the rigor and dedication of the scientific method of traditional cog-
nitive science with the much needed attention to social and contextual factors necessary to HCI
studies” (Kaptelinin and Nardi, 1997). Part of their mission has been to provide a broad framework
for describing the structure, development and context of computer-supported activities that is easily
usable by practitioners. This has included giving tutorials, workshops and an Activity checklist for
identifying the most important factors influencing the use of computer technologies in a particular
setting (Kaptelinin et al., 1999). Besides Nardi and Kaptelinin’s reworking of AT for an HCI au-
dience, several of the other AT researchers have elaborated and adapted Leontiev’s (1978) original
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framework with applied goals in mind. Notable, is the highly cited work of Kuutti’s (1996) extension
of the hierarchical framework to show how information technology can be used to support different
kinds of activities at different levels, and Nardi’s (1996) adapted framework showing how it can
be of value for examining data and eliciting new sets of design concerns. Nardi recast data from a
field study that she had carried out earlier to compare the benefits of task-specific versus generic
application software for making slides (Nardi and Johnson, 1994). In doing this exercise second time
round, but with the added benefit of the conceptual framework of activity theory at hand, she found
she was able to make more sense of her data. In particular, she cites how it enabled her to ask a
more appropriate set of questions that allowed her subsequently to come up with an alternative set
of recommendations about software architectures for the application of slide-making.

Activity Theory in a Nutshell

Activity Theory explains cultural practices (e.g., work, school) in the devel-
opmental, cultural and historical context in which they occur, by describing
them in terms of “activities.” The backbone of the theory is presented as a
hierarchical model of activity that frames consciousness at different levels.
These are operations, actions and activities. A number of principles are also
proposed.
Focusing the analysis around the concept of an activity can help to identify
tensions between the different elements of the system. An example of where it
was used to show these was MacKay et al.’s (2000) study of users working with
a new software tool that identified 19 shifts in attention between different
parts of the tool interface and the task at hand. Some users spent so much
time engaged in these shifts that they lost track of their original task. Using
the theory helped the evaluators to focus on relevant incidents.
There are two key models: (i) an activity model and (ii) the mediating role of
artifacts.
(i) The “classic” individual model (Figure 5.1)
At the bottom level of the model are operations, routinized behaviors that
require little conscious attention, e.g., rapid typing. At an intermediate level
are actions that are characterized by conscious planning, e.g., producing an
index. The top level is the activity, and that provides a minimum meaningful
context for understanding the individual actions, e.g., writing a chapter.There
may be many different operations capable of fulfilling an action, and many
actions capable of serving the same activity.



5.7. ACTIVITY THEORY 57

Activity Motive

Goal

Conditions

Action

Operation

Figure 5.1: The original activity theory model.

Activities can be identified on the basis of the motives that elicit them, ac-
tions on the basis of conscious goals that guide them, and operations by the
conditions necessary to attain the goals. However, there is an intimate and
fluid link between levels. Actions can become operations as they become more
automatic and operations can become actions when an operation encounters
an obstacle, thus requiring conscious planning. Similarly, there is no strict
demarcation between action and activity. If the motive changes then an ac-
tivity can become an action. It is also important to realize that activities are
not self-contained. Activities relate to others while actions may be part of
different activities, and so on.

(ii) Mediating role of Artifacts

Artifacts can be physical, such as a book or a stone, or they can be abstract,
such as a system of symbols or a set of rules. Physical artifacts have physical
properties that cause humans to respond to them as direct objects to be acted
upon. They also embody a set of social practices, their design reflecting a
history of particular use. Leontiev (1981) describes the process of learning
what these inherent properties are as one of appropriation, signifying the
active nature of the learning that is needed. The kind of learning involved is
one of identifying and participating in the activity appropriate to the artifact.

Consider an infant learning to feed with a spoon. Leontiev (1981) observes
that, at first, the infant carries the spoon to its mouth as though it were
handling any other object, not considering the need to hold it horizontal.
Over time, with adult guidance, the spoon is shaped in the way it is because
of the social practice — the activity — of feeding and, in turn, the infant’s
task is to learn that relationship — to discover what practice(s) the object
embodies. By contrast a spoon dropped into the cage of a mouse, say, will
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only ever have the status of just another physical object — no different from
that of a stone.
The idea of abstract artifacts follows from the idea of mediation, i.e., a fun-
damental characteristic of human development is the change from a direct
mode of acting on the world to one that is mediated by something else. In
AT, the artifacts involved in an activity mediate between the elements of it.
The social context of an activity is also considered central. Even when seem-
ingly working alone, an individual is still engaged in activities that are given
meaning by a wider set of practices.

Engestrøm’s (1990) extension of Activity Theory, known as “developmental work research”
has also been influential in CSCW. His framework was designed to include other concepts (e.g.,
contradictions, community, rules and division of labor) that were pertinent to work contexts and
which could provide conceptual leverage for exploring these. He widened the focus from the indi-
vidual triangle of a single activity (subject, activity, and object) to include supra-individual concepts
— tools, rules, community, and division of labor. By tools is meant the artifacts, signs, and means
that mediate the subject and object; by community is meant those who share the same object; by
rules is meant a set of agreed conventions and policies covering what it means to be a member of
that community (set by laws, parents, managers, boards, etc.); and by division of labor is meant the
primary means of classifying the labor in a workplace, e.g., manager, engineer, receptionist.

The extended versions allow consideration of networks of interrelated activities — forming
an activity system. It has been used to analyze a range of work settings — usually where there is a
problem with existing or newly implemented technology — providing both macro and micro level
accounts. Several others have adopted Engestrøm’s approach and have used the model to identify
a range of problems and tensions in various settings. Some have taken this variant and adapted
it further to suit their needs. These include Halloran et al.’s (2002) Activity Space framework for
analyzing collaborative learning, Spasser’s (2002) “realist” approach for analyzing the design and use
of digital libraries and Collins et al.’s (2002) model employed to help identify user requirements for
customer support engineers. One of the putative benefits from having a more extensive framework
with a set of conceptual foci is how they structure and scaffold the researcher/designer in their
analysis:

“We found that activity system tensions provide rich insights into system dynamics and op-
portunities for the evolution of the system.” (Collins et al. op cit, p58).

The extended analytic frameworks have proven attractive because they offer a “rhetorical force
of naming” (Halverson, 2002, p247), providing a set of terms that the analyst can use to match to
instances in their data and, in so doing, systematically identify problems. However, it still relies
largely on the analyst’s interpretative skills and orientation as to what course to take through the
data and how to relate this to which concepts of the framework. In some ways this is redolent of
the problem discussed earlier concerning the application of cognitive modeling approaches to real
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world problems. There is little guidance (since it essentially is a subjective judgment) to determine
the different kinds of activities — a lot depends on understanding the context in which they occur.

It is argued, therefore, that to achieve a level of competence in understanding and applying the
various AT frameworks still requires considerable learning and experience (Rogers, 2008b). Hence,
while, variants of the activity system model can be applied more readily, they are most useful for
those who have developed them and understand activity theory in its historic context. When given to
others not familiar with the original theory, their utility is arguably less and can even be problematic.
For example, the basic abstractions of the model, like object and subject, were found to be difficult
to follow, and easily confused with everyday uses of the terms when used by design and engineering
teams (who were initially unfamiliar with them) to discuss user requirements (Collins et al., 2002).

AT does not provide a clear methodological prescription for the description or analysis of
behavior as a set of procedures to be followed. Identifying elements in the framework is highly
dependent on individual interpretation. One of the biggest problems with doing an AT analysis is
working out when something should be described as a top-level activity and when something is
better described as a lower-level action. For example, completing a software project is considered to
be a top-level activity, while programming a module as an action. However, equally, programming a
module could be viewed as an activity — if that was the object of the subject (person).

González (2006) tried to overcome this problem of distinguishing between levels by introduc-
ing a new intermediate concept to sit between an action and an activity and which describes “how
tasks are aggregated and thematically connected on higher level units of work” (p53). He called this
new level as one of engagements, which “thematically connect chains of actions towards the achieve-
ment of a purpose” (p9). Five types of engagements were outlined as specific units of work: requests,
projects, problems, events and recurrents (p156). His idea behind analyzing actions/activities as types
of work practices — rather than trying to decide whether to label them as actions or activities —
is appealing since it can reveal more about what actually happens in the workplace. As part of the
extended form of analysis, he suggested that the various actions that take place be viewed in relation
to their higher-level purpose, such as a group manager composing an email and then sending it out
to his team to motivate them. The emphasis is also on the way actions relate to other actions, rather
than on how actions are performed through operations. The role of communication is also stressed
in terms of how workers justify their motives and choice of which action/activity to follow at a given
time.

Potentially, the outcome of performing this additional level of analysis is a richer interpretation
of the field study data, and arguably a better understanding of how work gets accomplished on a
moment-to-moment, what-to-do-next basis within the wider context of the purpose of the work.
It switches the focus of the analysis from agonizing about the level at which to label something
to examining the types of working spheres/engagements people have and pursue in terms of their
temporal patterns, priorities and interdependencies with the work of others. It also enables a better
linkage between the detailed ethnographic data collected in field studies and the conceptual labels
of the framework.
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What impact has Activity Theory had in HCI?

AT has been very popular, especially among Ph.D. students, as an explanatory
framework. It has been used to couch and ground qualitative data in a vari-
ety of contexts. Numerous tensions and contradictions have been identified
in workplace settings leading to the identification of specific needs for new
technological tools. Its value has been in providing a structured framework
that breaks down into a set of conceptual tools that can then be mapped
onto features of complex, real-world contexts. In so doing, problems and op-
portunities for new interventions can be elicited. It has been popularized in
Scandinavia, UK and the U.S.

5.8 GROUNDED THEORY

Grounded theory is not a theory per se but an approach that aims to help researchers develop theory
from the systematic analysis and interpretation of empirical data, i.e., the theory derived is grounded
in the data. Similar to AT, it has been a very popular choice amongst researchers wanting to make
sense of the qualitative data they have collected, such as ethnographic video. The approach was
originally developed by Glaser and Strauss (1967) and has been adopted and adapted by several
researchers for different situations. Glaser and Strauss also individually (and with others) developed
the theory in slightly different ways. Glaser (1992) documented the way the variants differ.

Grounded Theory in a Nutshell

The aim of grounded theory is to develop a theory that fits a set of collected
data. In a nutshell, it is “a set of well-developed concepts related through state-
ments of relationship, which together constitute an integrated framework that
can be used to explain or predict phenomena” (Strauss and Corbin, 1998). To
develop a “grounded” theory requires the researcher iteratively switching be-
tween data collection and data analysis. Initially, data is collected and analyzed
to identify categories, then that analysis leads to the need for further data col-
lection, which is analyzed, and more data is collected. Hence, data gathering
is driven by the emerging theory and finishes when no further insights are
gained from the alternating.
The goal of the grounded theory approach is to identify and define the prop-
erties and dimensions of relevant categories and then to use these as the basis
for constructing a theory. There are essentially three kinds of coding:
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(i) Open coding where categories, their properties, and dimensions are dis-
covered in the data.

(ii) Axial coding where the categories are systematically fleshed out and re-
lated to their subcategories.

(iii) Selective coding where categories are refined and integrated to form a
larger theoretical scheme.

Strauss and Corbin (1998) suggest collecting data that includes written
records of analysis and diagrammatic representations of categories (which
they call memos and diagrams). To help identify and characterize relevant
categories, the researcher is encouraged to:

• question the data in order to generate ideas or consider different ways of
looking at the data.

• analyze a word, phrase, or sentence, in order to understand better the
meaning of an utterance, which in turn can trigger different ways of
viewing the data.

• analyze the data through comparing objects or between abstract cate-
gories.
Charmaz (2011) provides a practical guide in detail of the steps involved
in coding.

In contrast to AT, there isn’t a set of concepts or framework that can be used to make sense
of the data. Instead, researchers need to draw on their own theoretical backgrounds. For example,
when Sarker et al. (2001) used the grounded theory approach to develop a model of collaboration
in virtual teams they drew from their background in the social sciences, using ideas from human
conduct and social structure. Furniss et al. (2011) have used theoretical ideas from both distributed
cognition and resilience engineering (a new way of thinking about safety, that enables organizations
to create processes that are robust and flexible and which use resources proactively in the face of
disruptions or ongoing production and economic pressures).

The types of questions researchers pose and iterate is key to which kinds of concepts they end
up eliciting. Dourish et al. (2004a) used semi-structured interviews and grounded theory to examine
how people answer the question “Is this system secure enough for what I want to do now?,” in the
context of ubiquitous and mobile technologies. This qualitative approach was used to explore the
issues before moving on to develop more detailed questions, but their conclusions included suggested
design modifications to take this perspective on security into account. Grinter (1998) carried out
interviewing and observation at a number of sites as part of her qualitative approach to gathering data
and developing a grounded theory about recomposition in software companies. She also engaged
in participant observation, by helping to conduct usability studies, reviewing system architectures,
facilitating project retrospectives, and process design.
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Much depends on the skills of the analyst and their background, in knowing how to process
the data using the layered coding scheme. It is also very time-consuming. Charmaz (2011) also
emphasizes that, as the name suggests, developing theory is central to using Grounded Theory.
Importantly, it provides a method for researchers to develop theory rather than apply existing theory.
Its value for HCI lies in how a researcher can skillfully iterate between data collection and analysis
to create a new theoretical understanding. This does not have to be a totally new theory replete with
concepts and relations; but can comprise a frame work that demonstrates a hierarchy of classes and
sub-classes for a given setting for which data has been collected.

What impact has the grounded theory approach had in HCI?

Grounded Theory has been used widely in HCI, providing insights into peo-
ple’s values, understanding and experience with technology (Furniss et al.,
2011). It has become increasingly popular in interaction design to answer
specific questions and design concerns (Grinter, 2011). It provides a method
for generating new theory, by iterating between data collection and coding.
This differs from other top-down approaches, which provide a theoretical
framework to match instances or patterns found in the collected data against
an existing set of concepts.

5.9 HYBRID THEORIES
To conclude this section, I briefly touch upon some of the attempts in HCI to synthesize a diversity
of concepts from different theories and disciplines. The rationale for the over arching approaches
was to provide more extensive and if possible, unified theories, compared with importing concepts
arising from only one discipline.The late Leight Star (1996), for example, was very skilful at bringing
together different strands of disparate theories to provide fresh insights. In one instance, she looked
at similarities between Activity Theory and symbolic interactionalism (originating from American
pragmatism) that showed links between them.

Pirolli and Card’s (1997) information foraging food-theory (IFT) was also very insightful and
provided a completely new way of thinking about searching on the web. In particular, it opened up the
field of information visualization to many more researchers, leading to the development of new kinds
of graphical representations and browsing tools. They describe searching for and making sense of
information in terms of a number of concepts borrowed from evolution, biology and anthropology
and classical information processing theory: “in many ways analogous to evolutionary ecological
explanations of food-foraging strategies in anthropology and behavior ecology” (p5). The search
strategies are viewed in terms of making correct decision points, which are influenced by the presence
or absence of “scent.” If the scent is strong enough, the person will make the correct choices; if not
they will follow a more random walk.
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The most overarching theories of HCI attempted to integrate theories from different fields at
multiple levels of analysis.An ambitious example was Mantovani’s (1996) eclectic model of HCI, that
combined a diverse range of concepts and research findings from computer-supported cooperative
work (CSCW), computer-mediated communication (CMC) and distributed artificial intelligence
(DAI). The outcome was a three-level conceptual model of social context that combined top-down
with bottom-up approaches in order to analyze social norms and activities. Barnard et al.’s (2000)
“Systems of Interactors” theoretical frame work also drew upon several overlapping layers of macro
theory and micro theory. Which level of theory is relevant depends on the nature of the problem
being investigated.

While providing more comprehensive theories of HCI, these kinds of unified frameworks
have proven difficult for other researchers to use in practice. It is much more unwieldy to juggle
with multiple concepts, constraints and levels when analyzing a problem space and/or designing a
system, compared with using a constrained framework that has far fewer interlinked concepts. While
being attractive theories, it turns out that it is largely the authors, themselves, that have used them.
Another case, perhaps, of the toothbrush syndrome.
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C H A P T E R 6

Contemporary Theory
A distinguishing feature of Contemporary art that set it apart from Modernism was that much of the
work was considered socially conscious, being interpreted and construed from cultural perspectives,
such as feminism, multiculturalism and globalization. A wide range of ideals, methods and practices
were promoted, explored and pursued, incorporating a number of philosophical and critical methods
that collectively became coined as “postmodernist.” A “theory industry” was born (Stiles, 1996)
where many new modes of theoretical debate and scholarly discourse took shape. Critical theory,
in its various manifestations, took center stage, questioning the status of texts and the role of the
authors who speak through them.

There are similar parallels that took place between the shift from modern to contemporary
HCI, with the emergence of a more self-conscious reflexivity and social conscience, as exemplified by
the third paradigm (Harrison et al., 2007). Different human values came to the forefront, extending
and superseding previously mainstream HCI goals to improve efficiency and productivity. Cultural
perspectives, such as feminism, multiculturalism and critical theory, were also promoted.

6.1 HUMAN VALUES

Contemporary HCI theory began in the mid to late 2000s. Debates surfaced about what HCI
researchers do, what practitioners should be doing, whether they should be doing it and what
their respective social responsibilities ought to be in a changing world of increasing technology
use and dependency (see Blythe et al., 2008; Dourish et al., 2004b). The manifesto “Being Human:
Human-Computer Interaction in the Year 2020” paved the way for a different kind of value-driven
agenda. Concerns were voiced that if HCI was to continue to be of relevance in the 21st Century,
it needed to change tack (Harper et al., 2008). New directions proposed included operationalizing
contemporary society’s aspirations and desires for self-understanding and expression. But to do so,
needed a different set of conceptual tools that could tackle the empirical, philosophical and moral
investigation of technology.

Given the pace at which HCI has moved forwards in its short history (Grudin, 2012), and
its propensity to join forces with other disciplines, it seems well positioned to take on this new set
of social, moral and cultural challenges. Not being strongly wedded to a particular set of techniques
or paradigms that are steeped in tradition, means it can rapidly change course, abandon “old” ways
of studying and embrace the new.

Indeed, a new set of concepts, tools and methods is beginning to appear that are intended to
address the wider range of human values, rather than well versed human needs (e.g., computers should
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be easy to learn, easy to use, etc.). They include getting to grips with life goals (cf. to user’s goals),
such as how people can pursue healthier, more meaningful and enjoyable lifestyles; and probing
technology’s underbelly as it becomes more insidious; including looking at how governments and
organizations have become more reliant on computer technology to control society while individuals
have started to use it in more criminal ways, making people worry more about what information is
tracked, analyzed and stored about them.

Action Research is one such socially responsible approach that is being promoted in HCI.
It provides methods and approaches for conducting democratic and collaborative research with
members of a community (Hayes, 2011). In particular, it offers theoretical lenses, methodological
approaches, and pragmatic guidance for conducting socially relevant, collaborative and engaged
research (Stringer, 2007). Where it differs from previous participatory design approaches, is that
while primarily seeking to help with practical concerns, it also aspires to scientific rigor and the
promotion of sustainable social change. To achieve these three goals, a cyclical methodology is
followed, with an emphasis on problem formulation, intervention design, deployment (i.e., “action”),
observation of the effects of the action, reflection and then redefinition of the problem. A further
distinction is to come up with a solution that improves on previous ones and which helps all those
engaged in the project learn through the actions they take.

Being engaged in socially aware and responsible research involves asking different questions,
such as what are culturally appropriate technologies for the home (Bell et al., 2003). A range of
contemporary topics have begun to be explored with quite different questions being asked than
previous usability or hedonistic ones, including health and well-being, climate change, feminism,
multiculturalism, globalization, world peace and poverty (Shneiderman, 2011).

Adding Understanding to the Mix

As part of the new agenda for HCI, the Being Human report (Harper et al.,
2008) proposed extending the canonical 4-stage iterative model of user-
centered design by adding another stage. The new stage, called understand,
is intended to address explicitly the human values that the technology in
question will be designed to serve. Depending on the values of interest, the
understand stage can draw on disciplines as diverse as philosophy, psychology,
art, sociology, cultural studies, and architecture. These investigations are in-
tended to point to fundamental research that needs to be conducted, relevant
research that has already been carried out, or some combination of the two.

Some researchers have gone far afield, decamping to developing countries in an effort to use
and develop ICT to help reduce poverty, starvation, improve sanitation, etc. Many of these new
IT projects are well intentioned. However, concerns within the HCI community have started to be
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Figure 6.1: The conventional user-centered research and design process (top) and the extended five-stage
research and design process (bottom) encompassing a new stage of conceptual analysis or “understanding”
of human values. (From Harper et al., 2008.)

voiced about the motivations for looking “out there” (Taylor, 2011). In particular, there is a sense
of unease for those who waver between wanting to make the world a better place while needing to
collect ethnographic materials to publish and furnish theory building. Is it possible to do both and
is it desirable? The dilemma of trying to be a participant and a researcher has ramifications for the
balance of research and development. Here, I just give a flavor of the new theoretical approaches that
have been selected, imported and developed within Contemporary HCI. But, it is acknowledged
that many of the new theories should be viewed in the wider context of the researcher’s social
responsibility — and in the fullness of time it will be interesting to see how the moral narrative
evolves for areas such as ICTD, HCI for peace and animal-computer interaction (Mancini, 2011).

I have chosen to select four major “turns” to characterize and distinguish between the main
kinds of HCI contemporary theory. These are:

(a) turn to design

(b) turn to culture
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(c) turn to the wild

(d) turn to embodiment

The rhetorical device of “a turn” has become popularized as a way of noting a change in the
framing of HCI ever since the phrase “turn to the social” was coined in the 1990s. It is acknowledged
there are several other turns that have appeared in the HCI literature, besides the ones listed above,
such as those about particular topics or areas, such as emotion, enjoyment and sustainability, and a
turn to “practice.” For the purpose of this chapter, however, the turns to design, culture, the wild and
embodiment are only covered.

6.2 TURN TO DESIGN
Since the early 1990s, design has been considered central to HCI, beginning with a focus on software
design,user-centered design and interface design (e.g.,Karat ,1991;Winograd,1996).How to gather
user requirements and developing methods that could better inform user-centered design have been
two central themes. Case studies, such as the Mac interface and VisiCalc, were drawn upon to
illustrate good practice in software design.

The turn to design as a more theoretical concern began in earnest during the 2000s when
researchers began discussing how design theory and critical design could play a more central role in
HCI. Winograd’s early paper (1997) proposing that interaction design was about the “interspaces”
inhabited by “multiple people, workstations, servers and other devices” in a complex web of inter-
actions, led others to consider how to create design spaces within which people could communicate
through. Shön’s (1987) influential ideas on reflective practice were also brought into the mix.

A landmark book by Löwgren and Stolterman (2004) called Thoughtful Interaction Design
drew from a range of Art, Design and Humanities theories, including English Literature. A running
theme throughout was not about how to do interaction design but how to think about it. This shift
from prescription to reflection drew attention to the complexity of design. Reducing it to a recipe
book of steps to be followed or lessons learned was considered an over-simplification. Instead, much
interpretation and understanding is needed of the choices that have to be made throughout the
design process, often between trade-offs. This is where design theory can inspire; liberating “the
designer from preconceived notions and conceptions of how the design process can be performed”
and using it to “create new conditions for design,different patterns of thinking and acting,new design
principles, and a general understanding of the conditions for creative and innovative work” (p8).

The idea that interaction design be informed by theories from aesthetics, ethics, politics
and ideology was a radical departure for many in software design. Instead of thinking in terms of
which methods to use per se, another push was towards thinking about how to use them responsibly,
by applying them sensitively, skillfully and appropriately. Concepts such as pleasure, user experi-
ence, enjoyment and play provided much new food for thought, enabling designers to contemplate
what it means to design for lifestyles — and as something we live with, not simply something we
use (Hallnäs and Redström, 2002).
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More recently, there has been a move towards accountability: it has been increasingly argued
that designers have a responsibility towards what they choose to examine, analyze and design for.
Debates about what this might entail have been aired; new terms have surfaced, such as design
activism (Light, 2009), sustainable design (Blevis, 2007), inclusive design (Vanderheiden, 2008),
value-sensitive design (Friedman et al., 2006) and worth-sensitive design (Cockton, 2006).

As part of the trend towards more critical reflection, researchers have also looked to various
forms of philosophy that they see as providing deeper ways of understanding technology-mediated
experience. For example, Fallman (2011) has presented the philosophies of technology by Borgmann
(1992) and Ihde (1993) to the HCI community as a way of helping them articulate the range of
human values in relation to technology: introducing notions of device paradigm and non-neutrality
of technology mediated experience, respectively, while Cockton (2010) has introduced Badiou’s (1988)
theory on design situations that in itself, was a response to postmodernist ontologies. These kinds
of philosophical theories provide epistemologies about the state of the world and what constitutes
reality. For those with a proclivity for, or background in, this kind of philosophy, they can provide
alternative ways of reading and understanding the ethics of technology and the value-based choices
designers make and connecting between them. For others, they can appear somewhat overwhelming.

A more accessible approach to philosophizing about HCI was McCarthy and Wright’s (2004)
Technology as Experience framework, where the phenomenology of the user experience was discussed
and applied to design practice. A particular focus was the felt experience, i.e., how something is felt
by the user. The ideas were drawn from Pragmatism, and in particular, the philosophical writings
of Dewey that emphasize the sense-making aspects of human experiences. This understanding is
applied to the whole experience of a technology that people have in terms of their interconnected
aspects, rather than as fragmented aspects (e.g., its usability or utility). But defining a felt experience
is very difficult because it is nebulous and ever-present to us, just as swimming in water is to a fish.
Their way of tackling this was to describe it in holistic and metaphorical terms.

Technology as Experience in a Nutshell

McCarthy and Wright (2004) propose four core threads that make up our
holistic experiences: compositional, sensual, emotional and spatio-temporal.
The sensual thread is concerned with our sensory engagement with a situa-
tion, and can be equated with the level of absorption people have with various
technological devices and applications, most notable being computer games,
cell phones and chatrooms, where users can be highly absorbed in their in-
teractions at a sensory level. The emotional thread includes emotions such as
sorrow, anger, joy and happiness. Emotions are intertwined with the situation
in which they arise, e.g., a person becomes angry with a computer because it
does not work properly. Emotions also involve making judgments of value.
For example, when purchasing a new cell phone, people may be drawn to the
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ones that are most cool-looking but be in an emotional turmoil because they
are the most expensive. The compositional thread is concerned with the nar-
rative part of an experience, as it unfolds, and the way a person makes sense
of them. For example, when shopping online, the choices laid out to people
can lead them in a coherent way to making a desired purchase or they can
lead to frustrating experiences resulting in no purchase being made. When in
this situation, people ask themselves questions such as “What is this about?
Where am I? What has happened? What is going to happen next? What
would happen if …?” The spatio-temporal thread refers to the space and time
in which our experiences take place and their effect upon those experiences,
including how we talk of time speeding up, standing still and slowing down,
and needing one’s own space.
The threads are meant as ideas to help designers think and talk more clearly
and concretely about the relationship between technology and experience. For
example, when buying clothes online, the framework can be used to capture
the whole gamut of experiences, including: the fear or joy of needing to buy
a new outfit; the time and place where it can be purchased, e.g., online stores
or shopping mall; the tensions of how to engage with the vendor, e.g., the
pushy sales assistant or an anonymous website; the value judgment involved
in contemplating the cost and how much one is prepared to spend; the internal
monologue that goes on where questions are asked such as will it look good
on me, what size should I buy, do I have shoes to match, do I need to try it
on, how easy will it be to wash, will I need to iron it each time and how often
will I be able to wear it. All of these aspects can be described in terms of the
four threads and in so doing highlight which aspects are more important for
a given product. Such interlinked facets and concerns are what most of us
engage with in our everyday actions and interactions with others.
The threads may provide metaphors for thinking about design, but how well
do they inform design in practice? Heather Collins and Aaron Loehrlein (id-
book.com) describe in a case study how they used them as inputs for web de-
sign.They found the threads to be helpful in thinking about the balance of the
different experiences they were hoping to elicit. Since Wright and McCarthy
(2010) developed their ideas further, explicating what is meant by experience-
centered design from a humanistic approach when designing digital technolo-
gies.

Besides social responsibility, other design values that have been promoted are ludic and play-
ful ones that promote curiosity, exploration and aesthetic enjoyment amongst people when they
encounter new technologies. The idea is to trigger more reflection in users/people on what they no-

id-book.com
id-book.com
id-book.com
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tice and how it changes their perspective of and relation to the environment. A diversity of artifacts
has been created within a playful context, including a periscope (Rogers et al., 2005), an ambient
horn (Price and Rogers, 2004) and the drift table (Gaver et al., 2004) — all of which are unusual,
sometimes bizarre and often strange. Gaver et al. (2003) have also argued that ambiguity can be a
desirable property in interaction design; making people stop and wonder about the artifact design,
and to think more generally about the role technology plays in their lives. The theoretical under-
pinning of these forays into more “creative HCI” is that there isn’t one preferred interpretation of
a system but multiple (Sengers and Gaver, 2006). This way of viewing technology design draws
inspiration from Science and Technology Studies (STS), which has documented the many ways that
technologies are interpretively flexible, i.e., lend themselves to different interpretations besides those
intended by their developers (e.g., Bijker, 1995).The idea of framing HCI in the context of multiple
interpretations is also behind the cultural theories that have since been imported into HCI, to which
we now turn.

6.3 TURN TO CULTURE
There are many questions about how we understand, think, and interpret what we see, hear and
touch around us that do not lend themselves to being addressed by scientific theories of cause and
effect or social theories of accountability. Many of our concerns about human nature and conduct
are about interpretation, such as what did he mean by that, why did he give me that look, why did
that performance appear so sublime and so on. These kinds of questions are the bread and butter of
other disciplines, namely the Arts and Humanities. They are real questions that invite disciplined
answers, involving another language and another conceptual scheme, such as argumentation and
intersubjectivity (Scruton, 2012).

There are many theories and approaches within the Arts and Humanities that have evolved
to answer questions about the human condition. Several with a background in these fields have
jumped ship and joined HCI, as did the sociologists in the 1990s, seeing opportunities to interpret
and explain the user experience and other aspects of HCI using their repertoire of interpretative
schemes. Cultural theory is one such approach that has made some in-roads into HCI; an umbrella
term for social commentary, critical analysis and a re-contextualizing of interaction design (Satchell,
2008). The different disciplines and philosophies they bring to bear include anthropology, social
theory, Marxism, feminism, language theory and critical theory. Each of these can be broken down
into sub-fields or phases of their development, for example, critical theory comprises film theory,
literary theory, political theory and psychoanalytic theory, while feminism has been labeled as liberal,
radical, multi-cultural and postmodern among others (Bardzell, 2009). New forms have also been
developed to meet the needs of interaction design,namely, interaction criticism (Bardzell and Bardzell,
2008).
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Critical Theory in a Nutshell

For the outsider, unfamiliar with the landscape of cultural studies, Critical
Theory can appear as a dizzying array of perspectives and nuanced varieties.
Adopting a critical stance in HCI requires being skeptical, which from a
postmodernist position, involves viewing knowledge as subjective construc-
tion, being situated in the personal, the social, the conceptual and the political.
When applied to user-centered design, it is viewed as the understandings, in-
terpretations and everyday practices of the people being studied or designed
for. What this means in practice, is to understand HCI from a number of
different angles, such as “linguistic, ideological, gender-based, institutional,
environmental” and to develop multi-faceted knowledge constructs that are,
“diverse, complex, intentional, subconscious, implicit, genealogically layered,
ideological, linguistic and ritually structured — all at once.” (Bardzell, 2009).
This seems like an art form and skill set that takes much practice to develop
and hone. Indeed, Bardzell et al. (2010) further emphasize how interaction
criticism be seen as an expert reading of design artifacts, communicating new
insights that can be of value to HCI. Part of the expertise in critical practice is
knowing the body of knowledge in the design field and having a good sense of
the important contributions that can be made from a critical stance. For those
unfamiliar with this form of multi-layering and interpretative position, it can
appear daunting and unwieldy. As with importing other theories into HCI,
there is the danger that, researchers new to critical theory, will cherry pick
certain concepts, resulting in them becoming overly simplified when out of
context. In doing so, their interpretation — similar to the fate of affordances
— may lose their original explanatory force, even to the point of trivializing
a topic, and in so doing, making them vulnerable for ridicule by those from
other “scientific” schools of thought.

The struggle facing those championing critical theory and, more generally, the adoption of
a cultural theory approach to HCI, is what they are offering is an even more radical departure
from the scientific paradigm than the Modernist theories imported into HCI. Moreover, bending
the underlying principles and ethos of the cultural theory approach to match perceived needs of
HCI practice, may be seen by some to be like heresy, grossly distorting its contribution from being
interpretative to being other (such as prescriptive). But there is a price to pay for not adapting
when decamping into an applied field; critical theorists may be regarded as a fringe activity, and at
worse dismissed, by those unfamiliar with their method or style of writing. The way forward has
to be to appropriate an HCI-oriented form of interpretation, which is more accessible to the HCI
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community, but which still has its distinctiveness for addressing questions concerning human nature
and the human condition. Bardzell (2009) has made a stab at this, proposing four kinds of mappings
that critical theory and aesthetics can make to the practice of HCI: (i) informing the existing design
process; (ii) resisting or innovating on the design process; (iii) developing and adapting critical
theory relevant for HCI; and (iv) critiquing interaction designs that expose the consequences of
design. Significantly, he argues, that such mappings are not intended to supersede or reject previous
scientific methods in HCI — as many of the alternative theoretical approaches, such as situated
action and ethnomethodology, argued for. This move towards more openness is an important step if
it is to survive and flourish in Contemporary HCI, where there are ever more theories popping up,
vying for attention.

6.4 TURN TO THE WILD

In-the-wild approaches to interaction design began appearing in the mid-2000s, although Hutchins
(1995) seminal book “Cognition in the Wild” set a precedent for rethinking how to study cognitive
and social phenomena in context rather than in isolation. Following this significant body of work,
a number of in-the-wild studies and accounts began to appear in the HCI and Ubicomp litera-
tures, describing how new technologies were being designed, prototyped, and implemented in situ
(see Rogers et al., 2007). Wild approaches differ from earlier ethnographic approaches insofar as
their focus is not on observing existing practices or deriving system requirements per se (Rogers,
2011). Instead, novel technologies are developed to augment people, places and settings; interven-
tions installed and different ways of behaving encouraged. A key concern is to observe how people
react, change and integrated these in their everyday lives.

The shift towards conducting in-the-wild studies has largely come about from a growing
interest in how pervasive technologies can be designed to enhance and become part of the everydayness
of life. Instead of the goal being to develop solutions that fit in with existing practices, the trend has
been to experiment with new technological possibilities that can change and even disrupt behavior.
Central to designing in-the-wild is being able to show how behavior changes over suitable periods
of time of technologies being used in situ and in practice.

The outcomes of these in-the-wild studies have been most revealing demonstrating differ-
ent findings from those arising from studies (Hornecker and Nicol, 2012; Marshall et al., 2011a;
Rogers et al., 2007). In particular, in-the-wild studies show how people come to understand and
appropriate technologies in their own terms and for their own situated purposes. Another difference
is that in the lab participants are brought to the experiment and shown their place by a researcher or
assistant and then provided with instructions as to what they have to do. There is always someone
at hand to explain the purpose of the study, show how to use the system, or fix things if they don’t
go according to plan. This form of scaffolding is largely absent in-the-wild. The locus of control
shifts from the experimenter to the participant. Hence, it becomes much harder, if not impossible,
to design an in-the-wild study that can isolate specific effects. Instead, the researcher has to make
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sense of data in-the-wild, where there are many factors and interdependencies at play that might be
causing the observed effect.

The impact of these studies is making researchers rethink what the role of theory is for in-
the-wild. The approach I advocate is to import different theories into interaction design that have
been developed to explain behavior as it occurs in the real world; and then re-contextualizing how
such a theory should frame research when used in-the-wild, and ultimately, constructing new wild
theories, based on the findings from in-the-wild studies (Rogers, 2011).

The first two suggestions resonate with the challenges and approaches the other turns in
contemporary HCI are proposing: bringing in alternative theories originating from the behavioral
sciences and philosophy — that explain how people behave and act in the real world. One theory is
embodiment — concerned with the social and physical context of the body in structuring cognition and
how the world is experienced (this will be covered in more detail as “a turn” in its own right in the next
section). Another is ecological rationality, which examines how people can make reasonable decisions
given the constraints that they naturally and commonly face, such as limited time, information and
computational abilities.

Ecological rationality. There has been a growing interest in how people make decisions when
confronted with information overload, such as when shopping on the web or at a store. How easy
is it to make a decision when confronted with overwhelming choice? Classical rational theories of
decision-making (e.g., von Neumann and Morgenstern, 1944) posit that making a choice involves
weighing up the costs and benefits of different courses of action. This is assumed to involve exhaus-
tively processing the information and making trade-offs between features. Such strategies are very
costly in computational and informational terms — not least because they require the decision-maker
to find a way of comparing the different options.

In contrast, the theory of ecological rationality proposes that people tend to use simple heuris-
tics when making decisions (Gigerenzer et al., 1999). Human minds have evolved to act quickly,
making just good enough decisions. This theoretical approach proposes that the mind has adapted
its limitations to match the structures of information available in the environment. Instead of trying
to process all the available information in the environment and consider all possible options, people
often make surprisingly good decisions using simple “fast and frugal” heuristics. These are rules of
thumb that ignore most of the available information.They include recognition heuristics that largely
eliminate the need for information and just make choices on the basis of what is recognized; search
heuristics that look for options only until one is found that is good enough, and choice heuristics
that seek as little information as possible to determine which option should be selected. Hence, we
typically rely only on a few important cues. For example, in the supermarket, shoppers make snap
judgments based on a paucity of information, such as buying brands they recognize, are low-priced,
or have attractive packaging — seldom reading other package information. This suggests that an
effective design strategy is to follow the adage less is more rather than more is more making key
information about a product highly salient.
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The theory provides a different way of thinking about designing information and how to make
it salient when in situ. It goes against the grain of much current thinking in ubiquitous computing
about contextual information (often based on unbounded rationality models of decision-making).
Instead of providing exhaustive mobile recommenders of restaurants, places to visit, etc., for people
on the move, the approach is minimalist, determining how, where and when to display salient
information that can be capitalized on as part of a fast and frugal heuristic (Todd et al., 2011). This
can lead to thinking about structuring the information environment in subtly different ways that
can readily and even unconsciously influence people’s choices and behaviors in desired directions.
Furthermore, instead of trying to change people’s behavior through influencing what and how they
consciously think about an issue, it involves thinking about how to change the context in which they
make their decisions, which may or may not involve conscious decision-making. This has led to
quite different ways of designing displays in context in order to depict salient information. Instead
of providing ever more information to enable people to compare products when making a choice,
it is argued that a better strategy is to design technological interventions that provide just enough
information and in the right form to facilitate good choices. One solution is to exploit new forms
of augmented reality technology that enable information-frugal decision-making and which have
glanceable displays that can represent key information in an easy-to-digest form.

Another idea is to develop new wild theory. But what form should it take? Instead of using
theory to make a prediction and applying it to a specific problem, it is argued that a wild theory would
address more broadly the interdependences between design, technology and behavior. While using
this kind of coarser grain of analysis is not new — for example, socio-technical systems theories
have been doing this for years — the subject of interest is, i.e., changing everyday behavior and
designing in situ. Is so doing, a wild theory would become part of the design discourse rather than
being formulated into a specific prediction or explanatory framework.

In-the-wild theory in a Nutshell

A starting point might for developing a wild theory might be a much talked
about behavior that society is concerned with (e.g., energy consumption, well
being, social entrepreneurship).The focus would be how to augment, facilitate
or change it in ways that are desired by individuals and society. The problem-
design space is couched in terms of an embodied, ecological or other new
theoretical understanding of the way people behave in their everyday world
and how a in-the-wild design could change this. A number of couplings be-
tween the environment, behavior and technology could be explored. Instead
of looking at single cause-effects where doing X will produce Y, we could
begin to explore a number of interlinked changes that we wish to implement,
some through technological designs and others not. For example, a wild the-
ory of technologically facilitated behavioral change would be concerned with
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understanding the interdependencies between everyday phenomena, infor-
mation salience, ubiquitous computing and ethics. Wild theory would also
feed directly into the development of conceptual tools for design and re-
search. Hence, I see wild theories as emerging from the cross-fertilization of
alternative theory, findings from in-the-wild studies and contemporary social
concerns.

6.5 TURN TO EMBODIMENT
The turn to embodiment has been gathering momentum in HCI, following the success of
Dourish’s (2001) book “Where the Action Is.” It is about understanding interaction in terms of
practical engagement with the social and physical environment. This is considered to be more rep-
resentative of the way technology is heading in terms of how it is appropriated by people in their
everyday settings and the diversity of physical ways we can now touch, manipulate and use interfaces,
from tangibles to gesture-based hands free ones. It draws inspiration from a number of areas and
theories, namely, Winograd and Flores’s (1986) discussion of phenomenology, Suchman’s (1987)
notion of situated action, Gibsonian’s conception of affordance, philosophical ideas from Heidegger
(1996) thesis about “embodied interaction.” That is a lot of ideas to bring together! Instead of trying
to be a unified overarching theory, it has been suggested that it is more profitable to consider using
the different aspects of embodiment to account for different behaviors (Marshall et al., 2013); for
example, in describing what actions are available in a physically shared space (Robertson, 1997) and
encouraging students to learn through physical manipulations or movements (Antle et al., 2009).

Embodied Interaction in a Nutshell

To adopt an embodied interaction stance means having a particular sensibility
and approach to viewing technology, design and the world. An embodied
interaction perspective takes account of the way human beings are embodied,
where perception and action are always embodied. This allows for viewing
interactions differently from viewing perception and action as separate stages.
Dourish (2001) proposed embodied interaction essentially as a stance and an
organizing principle that researchers and designers can adopt to help them
uncover issues in the design and use of existing technologies and the design
of new interactive systems. Everyday practices can be examined, analyzed and
critiqued in relation to principles, claims and arguments about embodiment.
The latter include “technology and practice cannot be separated from each
other; they are coextensive and will coevolve,” “embodied interaction turns
action into meaning” and “meanings arise on multiple levels.”
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Different meanings are ascribed in interaction through our embodied inter-
action with the tangible world and with each other. Rather than struggle to
make sense of the inflexible meaning encoded in computers we create and
communicate meaning of our actions by exploring, adapting and adopting in-
teractive technologies, incorporating it into our world and everyday practices.
For example, an interactive surface can be at once, a tool to plan a day out, a
shared space that a group can gather around in discussion, and a convenient
surface on which to place a cup of coffee.

For some, reading Dourish’s book can be enlightening, setting them off in new research
directions. Others, however, have struggled to understand the connotations of what an embodied
stance means and how to go about operationalizing it. Klemmer et al. (2006) have tried to fill this gap
by developing a more applied framework of embodiment, suggesting a number of concrete themes
intended to help designers. Similar to Dourish and others, they draw from a variety of theoretical and
empirical works to explain embodiment; but their particular flavor draws from a synthesis of ideas
arising out of philosophy, psychology and sociology, resulting in a theoretical blending that promotes
bodily engagement with the physical and digital worlds; tangibility and reflective practice. In contrast
to Dourish’s take on embodiment, they emphasize the impact of learning through doing; drawing
ideas from developmental psychology theory about how children learn to move their bodies and the
consequences of their actions. They outline five themes intended to inspire new design approaches
that combine the physical with the computational and also as input for evaluating systems in context.

While the five themes summarize succinctly a body of relevant theoretical and empirical
research, together with raising new questions, they, too, only really hint at how the designer might
consider different facets of “thinking through doing.” The extent to which a designer or researcher
can apply one or more of these themes ultimately depends on their sensibilities to the underlying
philosophy. Hence, similar to Dourish’s stance, they still have to do the work “to work out” what it
means to design embodied technologies for embodied people in an embedded world.

Another more applied approach to embodied interaction is Hornecker and Buur’s (2006)
Tangible Interaction framework that conceptualizes technologies in terms of embodied interaction,
tangible manipulation, physical representation of data and embeddedness in real space. It offers four
themes and a set of concepts intended to help researchers in understanding the interaction with
tangible interaction systems and in designing for the support of social interaction.These are tangible
manipulation (the material representations with distinct tactile qualities), spatial interaction (it is
embedded in real space and therefore occurs by movement in space), embodied facilitation (how the
configuration of material objects and space affects and directs emerging group behavior) and expres-
sive representation (the expressiveness and legibility of tangible systems). Similar to Klemmer et al.
(2006) their framework leaves it to designers’ interpretation and sensibilities, but tries to summarize
the main issues as questions that can drive and inspire creative design.



78 6. CONTEMPORARY THEORY

As with the cultural theory approaches, there is a danger that such under-specificity — be it
Dourish, Klemmer et al. or Hornecker and Buur’s take on embodiment — might result, yet again, in
a piecemeal approach where the researcher or designer, finds themselves slipping into over-simplified
interpretations of embodiment, that bear little resemblance with the phenomenological experience
of enactment. When everyone starts talking about: “embodied this, embodied that” it will be like
Norman’s affordances, where everyone is referring to a sense of body-interaction, but not much more.
But, clearly, theories about embodiment and their implications for design are more than skin deep.
The question this raises is whether it really matters if people talk about embodied this or embodied
that when they mean something less than envisioned by those who have imported and re-interpreted
it in an HCI context. If it adds to their armory of terms, and importantly, others understand what
they mean by it, then it seems a harmless addition.

A different approach has been to show how the idea of embodiment can be specifically
applied. Instead of blending theories, a single theoretical framework is used to directly inform the
design of interfaces — in some ways not dissimilar to the Classical theory approach. An example is
Hurtienne’s (2009) approach; he has drawn inspiration from cognitive linguistics, leading to a new
cognitive theory in interaction design. His theory of embodied cognition is grounded in the ways
that people experience the world through physical interaction, and it emphasizes the value of using
abstraction from specific contexts. In particular, he draws from image schema theory (Johnson, 1987)
that describes the abstract representations of recurring sensorimotor patterns of experience. An example
of an image schema is when we place objects in other ones; it leads to a higher-level understanding
of what a “container” is and its attributes (e.g., an inside, a boundary, an outside, one can be placed
inside another).

Based on the ideas from schema image, Hurtienne (2009) designed different interfaces that
he then made predictions about in terms of user. The findings from his experiments show both
preference and performance being better for interfaces that map onto the schema than those that
are inconsistent with them. He suggests that image schemas could be usefully employed as part of
the language to describe conceptual models (cf. Johnson and Henderson, 2012) while also offering
a way of showing how a cognitive linguistic theory of embodiment can be practically applied to
interface design that is suggestive but also flexible.

6.6 THE NEXT TURN

I have described a number of turns that have taken place during the most recent period of HCI, and
outlined some of the contemporary theories that have emerged. Many of these have been aligned
with the third-wave HCI (Harrison et al., 2011, 2007). My intention, here, has been to focus on the
theoretical developments that have spanned the history of HCI, their promise and impact. My three
proposed epochs were shown to have parallels with the three main periods labeled in the history
of Art: Classical, Modern and Contemporary. There is of course overlap with the way the three
waves have been defined and distinguished in critiques and overviews of HCI; however, the three
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terms used here offer further distinguishing features that are specific to the way theory has emerged,
evolved and exited.

It is impossible to do justice to all the theories that have been promulgated and published
in the burgeoning HCI literature. As I write, there are other theories beginning to make their
mark, that some might consider warrant being labeled as another turn. For example, there is the
beginnings of a “turn to space,” that includes schematic modeling frameworks, such as proxemics and
F-formations, which conceptualise people’s everyday interactions with each other in physical space,
using diagrammatic formats that lend themselves to doing some of the “the work” that designers
need to do, especially as they broaden out to address design in terms of expanding technologies,
environments and values. Both of these schematic frameworks were developed for analyzing social
interactions and have been shown to be highly relevant to recent technology design concerns —
such as people’s expectations and understanding of how an ecology of devices and displays should
behave when embedded in the environment while also being part of their own set of personal devices.
Proxemics, originally developed by the cultural anthropologist Edward Hall (1963), is concerned
with how people interpret and use spatial relationships in their everyday lives with a focus on the use of
space in interpersonal communication. Parallels are drawn when thinking about the design of device
ecologies (Ballendat et al., 2010): just as people expect more engagement and intimacy when they
move closer to others, so will they expect more interaction possibilities with the devices and displays
they come into closer contact with. F-formations, originally developed by Adam Kendon (1990), is
concerned with analyzing how the spatial organization and physical aspects of a setting influence
interactions between people. In essence, they are the spatial patterns formed during face-to-face
interactions between two or more people. Marshall et al. (2011b) showed how it can be applied
to understanding how different kinds of technology-embedded/rich environments can constrain
social interactions and how this can feed into the design of shared technologies, where the aim is to
transform the social interactions.

Within art history, there are ongoing debates about where next;post post-modernism,post neo,
and post contemporary and so on.The relentless striving for the new, coupled with an ever increasing
self-awareness, suggests the new kids on the block will always want to create new movements, but
the problem for them is what to call them (since all the “new” words have all but been exhausted) and
how they will differ from previous ones (since there are fewer ideas and framings that have not been
conceived of before). One suggestion is that the art world can go backwards as easily as forwards:
“all of a sudden the mechanisms of previous novelties are called upon and pushed out to center
stage, redressed” (Bradley, 2011). The same fate may fall upon HCI theory, too, where researchers
continue wrestling with “out with the old/in with the new,” but the difference being, that each new
generation of Young Turks has to fight within an increasingly crowded space. Retro theory might
just become the old-new.
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C H A P T E R 7

Discussion
Theory weary, theory leery,
why can’t I be theory cheery? (Tom Erickson, 2002).

My overview of the history of the “theory industry” in HCI and its diversification has shown,
on the one hand, it to have been successful in shaping research but on the other, less impressive
in being applied in practice. Clearly, it continues to play an important role in framing and moving
the HCI research agenda forward but the chasm between theory and practice, identified early on
in HCI (e.g., Landauer, 1991; Long, 1991) persists. Below, I explore the reasons for this and argue
that, perhaps, the theory-practice divide could be bridged better, through rethinking how to develop
HCI theory that can assimilate the messy and ever-changing, technologically augmented world.

Table 7.1 provides an overall summary of the different roles theory has been developed for
in HCI. These are not meant to be mutually exclusive (and some do overlap) but to show the
different ways that theory has and can play, as promoted by researchers in the Classical, Modern and
Contemporary periods.

Table 7.1: A summary of the ways theory has been used and developed in HCI

Kind Description 

Descriptive Clarifying terminology and guiding inquiry

Explanatory Explicating relationships and processes 

Predictive Testing hypotheses about user performance 

Prescriptive Providing guidance on how best to design and evaluate 

Informative  of HCI 

Ethnographic  

Conceptual Eliciting frameworks for informing design and evaluation 

Critical Couching HCI in a cultural and aesthetic context

Wild Developing new theories of technology use  in situ
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7.1 MOST SUCCESSFUL

One of the most prolific and, arguably, successful developments in and applications of HCI theory
has been conceptual frameworks, derived from an imported theory (or set of theories), the syn-
thesis of empirical research (ethnographic, experimental and case study), design practice or a set
of assumptions about the structure and/or function of phenomena. Unlike the design implications
approach, whose value has been questioned by researchers, the conceptual frameworks approach has
been received favorably in the HCI community. Frameworks often are the driving force that run
through a research project, being the accumulation of a body of theorizing and empirical work, and
which are illustrated by cases studies showing how they have been generalized and applied.

Conceptual frameworks can vary along a continuum of prescription-explanation: the more
prescriptive a framework the more likely it will consist of a series of steps or principles to be followed.
The more explanatory a framework, the more likely it will consist of a set of concepts or dimensions
to be considered. Benford et al. (2009) propose a number of ways conceptual frameworks can be used
from their research, including compiling and analyzing the extensive craft knowledge that already
exists among artists and other designers, and helping technology researchers and developers identify
requirements for new tools and platforms to support the development and orchestration of future
user experiences. Evidence of the success of conceptual frameworks can be counted in the reporting
by others of having used them in different projects, and ideally case studies of them being used in
practice. The latter are less forthcoming, as practitioners have to eke out a living from consulting
and often do not have the time or funding to publish their work (but see the set of case studies at
id-book.com). There are, however, a number of frameworks that have been well cited in the liter-
ature, for example, Bellotti and Edwards (2001) context-aware framework, outlining principles of
intelligibility and accountability; Bellotti et al.’s (2002) making sense of sensing systems framework
explicating challenges, design issues and problems; Benford et al.’s (2009) interactional trajectories,
which is a sensitizing framework for understanding cultural experiences, in museums, mixed reality
games, etc., as journeys through hybrid structures, punctuated by transitions, and in which interac-
tivity and collaboration are orchestrated; and Gaver et al.’s (2003) ambiguity framework, comprising
a set of tactics for designing ambiguous representations, artifacts and situations aimed at getting
people to interpret them differently. Interestingly, these frameworks have been largely prescriptive
in their design advice, suggesting what to do (or not to do) — for example, Benford et al. (2005)
recommend that designers “identify all known limitations of the sensing technologies, by considering
range, speed, accuracy and stability of sensing.”

Rogers and Muller’s (2006) framework of sensor-based interactions was meant more as an
articulatory device helping to define and shape user experiences. Instead of being prescriptive, it
conceptualizes a number of core dimensions of sensors together with aspects of the user experience
that are considered important to take into account when designing sensor-based interactions. The
framework is intended to help designers, interested in developing innovative playful learning expe-
riences that use sensor-based interaction (as opposed to GUI interaction) but aren’t sure about how
to put them to novel and innovative effect. There are many possibilities available to designers when
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deciding which sensor technology to couple with which system response (and how). However, the
new generation of sensing technologies (e.g., motion, light, pressure) can be problematic in what
they can detect and how they detect it. The framework was proposed in recognition of this and to
enable designers to explore how to exploit to good effect these new kinds of interactions.

More recently, Yuill and Rogers (2012) developed the “Mechanisms for Collaboration” con-
ceptual framework, that presents the core psychological and behavioral mechanisms that are thought
to underlie the successes of shared interfaces for collaboration and which are intended to be con-
sidered in conjunction with various kinds of physical, technological and social constraints, derived
from a combined analysis of theory in the fields of Developmental Psychology and Ubicomp, and
reflecting on everyday interactions. The framework is intended to help designers and researchers
think about multiple concerns and dependencies when designing shared technologies. Rather than
asking, “How do I design a multitouch surface or a natural user interface that will enhance coop-
eration or collaboration?” it suggests reconceptualizing this research question to become “What is
the interplay between the various behavioral mechanisms for the proposed activity and setting?” For
example, it suggests considering how to make obvious the way in which one should behave and how
to give appropriate cues, as well as how to make more salient the cues that can lead to improved
understanding, explication of intentions, and focus of attention. Hence, the aim is to provide a prin-
cipled way for researchers and designers to make sense of the emerging empirical literature on the
benefits of multi-user interfaces and to understand how they will be used in real-world contexts.

Ethnographic approaches have also stood their ground, making a significant contribution to
the body of HCI knowledge, addressing Plowman et al.’s (1995) earlier concern: “what are work
studies for?” The recent debates, outlined in Chapter 4, concerning how they should be framed,
interpreted and applied have also highlighted both their successes and limitations.

7.2 SOMEWHAT LESS SUCCESSFUL
Many of the theoretically based concepts promoted in HCI, that were drawn from a variety of
disciplines have largely fallen by the wayside, while a few have become common parlance. For
example, the notions of affordances and context are those that have stuck and become mainstream
while concepts such as mental models and cognitive dimensions, while popular to begin with, are no
longer fashionable. Despite having much currency, the latter proved a step too far for designers (and
others) to become sufficiently versed in to be able to talk about design issues with each other using
such terms, as viscosity. One of the reasons is the effort required to learn them — even the basic set of
12. It seems akin to asking people to learn a new language late on in life, such as Esperanto, which if
everyone learnt it, it would be great, greatly increasing our capacity for articulating design concerns.
We would have shared references and would not spend countless hours aligning what we each mean
by our nuanced meanings of common terms such as representation, platform and process. Instead,
it seems stand-alone, one-off terms that conjure up what they mean intuitively have been the most
widely taken up — even though they are often used much more loosely and in underspecified ways.
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7.3 NOT SO SUCCESSFUL

Where imported theories have been least successful is when adapted as generalizable methods (i.e.,
the prescriptive and predictive categories), intended to be used by practitioners. The reasons for this
lack of uptake are wide-ranging, and need to be taken into account in the wider context of applying
theory in practice. Firstly, it must be stressed that it is foolish to assume or hope that theories “do
design,” however much the proponents of the theoretical approach would like (Barnard and May,
1999). Their input to the design process can only ever really be indirect, in the form of providing
methods, concepts and analytic tools. A theory cannot provide prescriptive guidance in the sense
of literally telling a designer what and how to do design. The contribution of any theory must be
viewed sensibly and in the context of its role in the design process at large.

Secondly, designers already have their own established craft methods to use as well as practical
interaction design techniques (e.g., prototyping,heuristic evaluation, scenario-based design).For this
reason, the value of theory-informed methods must be seen in relation to current design practice
— and which is why Benford et al.’s family of conceptual frameworks has often fared better than
others, as they have tended to graft onto existing practice.

Thirdly, more time is needed to allow a complete theory/design cycle to mature
(see Plowman et al., 1995) and show impact in the field (through paper citation and download-
ing, and successful products being built based on them). It may take several years before we see
more success stories being reported in the literature — just as it took several years after GOMS was
developed before its value in a real work setting was reported.

Fourthly, considerable time, effort and skill are required by many of the approaches to un-
derstand and know how to use them. In particular, many require a background or training in the
mother discipline to truly understand its ramifications for HCI. Ethnographic fieldwork is now often
required as part of an approach. Knowing how to “do” ethnography and to interpret the findings in
relation to a theoretical framework (e.g., ethnomethodology, distributed cognition, cultural theory)
is a highly skilled activity that requires extensive training and much painstaking analysis. It is hard
to learn and become competent at: many a student in HCI, has been attracted by the ethnographic
approach and the theoretical framework of distributed cognition, only to find themselves, in the
midst of a field study, surrounded by masses of “raw” video data without any real sense of what to
look for or how to analyze the data in terms of, say, ‘propagation of representational state across
media.”

More generally, there is little consensus as to what contribution the various approaches can
or should make to interaction design. The transfer vehicles that became the standard and generally
accepted “deliverables” and “products"’ for informing design during the 1980s (e.g., design principles
and guidelines, style books, predictable and quantifiable models) are regarded as inadequate or
inappropriate for translating the kinds of critical writings and detailed accounts that recent theoretical
approaches imported into HCI have to offer. There is also less evident, a rhetoric of compassion
(Cooper, 1991), where researchers from one community try to articulate what needs to be done in
another community.
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The analytic frameworks that were proposed, such as those derived from Activity Theory,
have also suffered from being under-specified, making it difficult for researchers and designers to
know whether the way one is using them is appropriate and has validity. This contrasts with the
application of earlier cognitive theories to HCI, where the prescribed route outlined by the scientific
method was typically followed (i.e., make hypotheses, carry out experiment to test them, determine
if hypotheses are supported or repudiated, develop theory further, repeat procedure). Without the
rigor and systematicity of the scientific method at hand, it is more difficult to know how to use them
to best effect or whether what they come up with can be validated.

A further problem from both the designer’s and researcher’s perspective, is that there is now
a large and ever increasing number of theoretical approaches vying with each other, making it more
difficult for them to determine which is potentially most useful for them or, indeed, how to use one
with respect to their own specific research or design concerns. Such a confusing state of affairs has
been recognized in the HCI community and one or two attempts have been made to synthesize
and make sense of the medley of approaches. For example, Nardi (1996) sought to compare and
contrast selected approaches in terms of their merits and differences for system design. However,
given that the various approaches have widely differing epistemologies, ontologies and methods such
comparative analyses can only ever really scratch the surface.There is also the problem that this kind
of exercise can end up similar to comparing apples and oranges — whereby it becomes impossible,
if not illogical to judge disparate approaches (cf. Patel and Groen, 1993).

7.4 MOVING THEORY FORWARD: NEW FRAMINGS

As was seen in the previous chapters on HCI theory, a common practice has been to dismiss a
dominant approach and replace it with a new research agenda, epistemology and framing of the
research. This was a particularly popular tactic in Modern HCI theory. However, championing one
theoretical approach over another often ends up being a matter of personal preference, stemming
from one’s own background and values as to what constitutes good design practice or research. At
worst it can end up as a bun fight, where tempers flare and criticism becomes personal and even
derogatory. That is not to say that one cannot highlight the strengths and weaknesses of a particular
approach so long as it is constructive criticism.

Another way forward is to consider whether different epistemologies and frames of references
can complement each other. The arrival of the situated action approach on the scene in the late
1980s illustrates this. Clancey (1993), originally a traditional AI researcher, became a convert with
the turn to the social arguing how situated action made him think more about the language used in the
classical theories of HCI, namely, “memory,” “knowledge,” “information,” “symbol,” “representation”
and “plan.” In terms of whether they should be abandoned in favor of new ones, such as context,
situatedness, and contingency, he argued that while they suggest a new research agenda, it is not
necessary to break away completely from traditional theories. Instead, he proposed reconsidering
the relation of cognitive models to the phenomena that they were intended to explicate.
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But some researchers revel in the rhetoric of dismissing other perspectives, where much of
their stance is in criticizing the problems, limitations and flaws of anothers’ approach. More recently,
however, the zeitgeist has been towards more tolerance of other theoretical positions, suggesting
that they can sit side-by-side (e.g., Bardzell, 2009) and be synthesized in novel ways (Rogers, 2011).
Bannon (2011a) has also called for a re-imagining of HCI by encouraging more openness to new
forms of thinking about human-technology relationships.

Table 7.2 highlights what a more open HCI might be like and the role theory would
play (Rogers, 2009). It contrasts past concerns with future ones along four dimensions. Firstly,

Table 7.2: Framing past and future concerns for HCI (Based on Rogers, 2009)
 
Concern  

Past  Future  

Frame of reference  • users • context 

Method, theory, and perspective  

 

• scientific approach  

• interaction design 

• pluralistic  

• mixing 

Outputs  

 

• ethnographies• 

• models and tools for 

 

• insights 

•• creating new ways of 

analysis 

•• design guidance 

experiencing• 

• value-based analyses 

in terms of a frame of reference, it suggests that the focus of HCI shift from “the user” to embrace
a wider context. This is already happening, with many researchers being preoccupied with personal,
social and cultural aspects of technology use and augmentation as much as user’s needs. Secondly, it
notes how the methods, theory and perspective of HCI have in the past followed either the scientific
approach (e.g., conducting experiments based on cognitive theory and doing user testing) or inter-
action design (e.g., prototyping, user studies, ethnography) and is being replaced with a multiple and
hybrid methodology (including running experiments and doing ethnography together) that previ-
ously might have been considered incommensurate, but which are being mixed and even mashed
in order to probe and analyze the wider and sometimes elusive set of concerns. Thirdly, it suggests
that the current way of working together inspired by interdisciplinarity, is making way for various
forms of transdisciplinarity. The “trans” refers to integrative knowledge based on the convergence of
concepts and methods from different research areas, including computing, philosophy, psychology,
art and design, ethics and engineering. It involves moving between the big picture and the details of a
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research question, using a combination of strategies, design methods and theories. For example, this
could involve the application of philosophical theory to technological innovation, where conceptual
philosophical analysis is fed into the design process and the experiences of being engaged in user
studies are fed back into the philosophical analyses. In summary, transdisciplinarity is an approach
that focuses on a broader goal: transcending disciplinarity and using collections of theories and their
associated bodies of knowledge as and when deemed appropriate — which is well suited to HCI
and the practice of interaction design (Blevis and Stolterman, 2009). Fourthly, whereas in the past,
outputs from HCI research and practice have been either design implications or rich descriptions
from ethnographic research; models of the user or the user experience; or conceptual and evaluative
tools for analysis, it suggests that future outputs will demonstrate how to develop user experiences
and human augmentation that covers a range of human values.
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C H A P T E R 8

Summary
“Theories are more like a pair of dark glasses. We put them on and the world is tinted. The change brings
some objects into sharper contrast, while others fade into obscurity.” (Christine Halverson, 2002, p245)

So what next for HCI theory? Given the various problems that have been identified when
moving between theory and practice, might we be better off by abandoning the theory industry
in HCI and letting interaction design evolve more as an applied field, where new methods and
approaches — based on practice rather than abstraction — increasingly lead the field? After all,
many popular methods, innovative interfaces and design solutions have been developed without a
whisker of a theory in sight. On the other hand, it would surely be a shame to throw the baby out
with the bath water. Theory can be very powerful in advancing knowledge in a field.

Many researchers already have moved on from the theory-practice debates that were so central
to the Classical and Modernist periods of HCI theory development.They are much more motivated
by addressing societal goals and the difficult challenges of big HCI, and are happy to use whatever
methods come to hand to enable them to deal with more open-ended tasks, community relationships,
policy negotiation and conflict resolution.Other dilemmas are replacing them,however.For example,
for those who are working in the area of ICT4D, there is the tension of trying to help a community
through “developing” and implementing an appropriate technology versus trying to make a new
contribution to the field so that they can get published — after all they are funded as researchers.
Many weeks, months and years can be spent by a team of researchers, to establish a new technology
infrastructure that can help a local village collect water more efficiently, only for it not to be deemed
methodologically rigorous enough for it to warrant publication at a CHI conference!

At the other end of the spectrum, are those who have moved into core computer science areas
or nouvelle AI, where machine learning, big data and sensor networks are the order of the day, and
the contribution is in the quantifying, combining and analyzing of algorithms and data in order to
model and visualize new forms of human behavior.

My own view is that theory importing and building will continue to play an important role
in HCI. The battles that were fought and the gallant, but often in vain, efforts to bridge the theory-
practice divide already seem like a distant past. Instead, we are beginning to learn to be tolerant, open
and transdisciplinary. As a result, in the future we will develop broader discourses, conversing with
ever more fields, embracing the big and small, creating new theories in-the-wild that ultimately, can
make an impact on society, at many levels.Theory may even lead practice rather than lagging behind
it. As we continue to cast our nets further afield, theoretical posturing will diminish, making place
for healthy theoretical debates about social responsibility, generalization and abstraction.
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