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Human–Computer Interaction (HCI) addresses problems of interaction design: understanding user needs to inform 
design, delivering novel designs that meet user needs, and evaluating new and existing designs to determine their success 
in meeting user needs. Qualitative methods have an essential role to play in this enterprise, particularly in understanding 
user needs and behaviours and evaluating situated use of technology. Qualitative methods allow HCI researchers to ask 
questions where the answers are more complex and interesting than ‘true’ or ‘false’, and may also be unexpected. In this 
lecture, we draw on the analogy of making a documentary film to discuss important issues in qualitative HCI research: 
historically, films were presented as finished products, giving the viewer little insight into the production process; more 
recently, there has been a trend to go behind the scenes to expose some of the painstaking work that went into creating 
the final cut. Similarly, in qualitative research, the essential work behind the scenes is rarely discussed. There are many 
‘how to’ guides for particular methods, but few texts that start with the purpose of a study and then discuss the important 
details of how to select a suitable method, how to adapt it to fit the study context, or how to deal with unexpected 
challenges that arise. We address this gap by presenting a repertoire of qualitative techniques for understanding 
user needs, practices and experiences with technology for the purpose of informing design. We also discuss practical 
considerations such as tactics for recruiting participants and ways of getting started when faced with a pile of interview 
transcripts. Our particular focus is on semi-structured qualitative studies, which occupy a space between ethnography 
and surveys – typically involving observations, interviews and similar methods for data gathering, and methods of 
analysis based on systematic coding of data. Just as a documentary team faces challenges that often go unreported 
when arranging expeditions or interviews and gathering and editing footage within time and budget constraints, so the 
qualitative research team faces challenges in obtaining ethical clearance, recruiting participants, analysing data, choosing 
how and what to report, etc. We present illustrative examples drawn from prior experience to bring to life the purpose, 
planning and practical considerations of doing qualitative studies for interaction design. We include takeaway checklists 
for planning, conducting, reporting and evaluating semi-structured qualitative studies.
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ABSTRACT
Human–Computer Interaction (HCI) addresses problems of interaction design: understanding 
user needs to inform design, delivering novel designs that meet user needs, and evaluating new 
and existing designs to determine their success in meeting user needs. Qualitative methods have 
an essential role to play in this enterprise, particularly in understanding user needs and behaviours 
and evaluating situated use of technology. Qualitative methods allow HCI researchers to ask 
questions where the answers are more complex and interesting than “true” or “false,” and may also 
be unexpected. In this lecture, we draw on the analogy of making a documentary film to discuss 
important issues in qualitative HCI research: historically, films were presented as finished prod-
ucts, giving the viewer little insight into the production process; more recently, there has been a 
trend to go behind the scenes to expose some of the painstaking work that went into creating the 
final cut. Similarly, in qualitative research, the essential work behind the scenes is rarely discussed. 
There are many “how to” guides for particular methods, but few texts that start with the purpose 
of a study and then discuss the important details of how to select a suitable method, how to adapt 
it to fit the study context, or how to deal with unexpected challenges that arise. We address this 
gap by presenting a repertoire of qualitative techniques for understanding user needs, practices and 
experiences with technology for the purpose of informing design. We also discuss practical con-
siderations such as tactics for recruiting participants and ways of getting started when faced with 
a pile of interview transcripts. Our particular focus is on semi-structured qualitative studies, which 
occupy a space between ethnography and surveys—typically involving observations, interviews and 
similar methods for data gathering, and methods of analysis based on systematic coding of data. Just 
as a documentary team faces challenges that often go unreported when arranging expeditions or 
interviews and gathering and editing footage within time and budget constraints, so the qualitative 
research team faces challenges in obtaining ethical clearance, recruiting participants, analysing data, 
choosing how and what to report, etc. We present illustrative examples drawn from prior experience 
to bring to life the purpose, planning and practical considerations of doing qualitative studies for 
interaction design. We include takeaway checklists for planning, conducting, reporting and evalu-
ating semi-structured qualitative studies.

KEYWORDS
qualitative methods, QDA, grounded theory, Thematic Analysis, Ethnography, Observational 
studies, interview studies
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Preface
The motivation for writing this book came from several different directions. The key driver was that 
there has not been a good text that we could direct our students to that resonates with their interests 
and the problems they are addressing. There are some excellent texts from the social sciences and 
from healthcare, but they do not deal with problems of interaction design, user requirements or 
user experience when interacting with technology. Conversely, there are many excellent HCI texts 
that focus on observation, task analysis or research methods, but none that focus specifically on 
qualitative methods. We intend that this book should plug that gap.

A second motivation comes from the perennial question or challenge: what constitutes qual-
ity in qualitative HCI research? Is it even research? We should raise the quality of the discourse on 
what constitutes valid, reliable and valuable qualitative research in HCI. We should also raise the 
quality of that research, so that it becomes more valuable and has greater integrity.

We have chosen to draw on the analogy of going behind the scenes when making a docu-
mentary. Our main sources of inspiration for this have been Dom’s experience of making short films 
to communicate our research and Ann’s delight at watching “behind the scenes” footage on the 
making of wildlife documentaries (BBC, 2014). Of course, a qualitative study is expected to have a 
scientific rigour that is not expected of many documentaries, but they both share issues in gathering 
data, creating a narrative and representing some aspect of reality to inform an audience. Our focus 
on going behind the scenes means that we draw a lot on our own experiences, because we know 
what went on behind the scenes in our studies. So long as there is little tradition of reporting these 
details, that information is not accessible for other researchers’ projects, and it is difficult to be re-
flective about the work of others when you don’t have the insider knowledge. So we hope this book 
will encourage you to consider taking readers of your own research “behind the scenes”—providing 
them with useful detail and justification on what you did and why.

In this book, we are pre-supposing a good general knowledge of HCI, but less detailed 
knowledge of qualitative methods. Our primary audience is Master’s and Ph.D. students in HCI 
and related areas who are planning their individual projects. Other audiences include HCI practi-
tioners who are planning in-depth studies, or people with a background in qualitative methods but 
who are new to HCI. We hope that this book will help you design and conduct excellent qualitative 
HCI studies.

Ann Blandford, Dominic Furniss and Stephann Makri, February 2016
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Glossary
The following abbreviations are used in this book:

DCog	 Distributed Cognition
DiCoT	 Distributed Cognition for Teamwork
GT	 Grounded Theory
HCI	 Human–Computer Interaction
QDA	 Qualitative Data Analysis
SSQS	 Semi-Structured Qualitative Study
TA	 Thematic Analysis
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CHAPTER  1

Introduction

Qualitative methods play an important role in Human–Computer Interac-
tion (HCI): in requirements gathering, in acquiring an understanding of the 
situations in which technology is used and might be used and in evaluating 
how technologies are used in practice. Although there are scores of texts on 
qualitative methods in the social sciences, there are surprisingly few in HCI. 
The concerns of HCI are somewhat different from those of the social sciences, 
with a focus on technology use for informing the design of interactive systems, 
rather than on social phenomena between individuals, in organisations and in 
society more generally. Our aim in this book is to take you behind the scenes, to give guidance on 
how to plan, conduct and report qualitative studies in HCI. Throughout, we draw on the metaphor 
of making a documentary to bring to life important issues, and to make producing something a 
more tangible part of the activity. Going behind the scenes allows us to examine important con-
siderations for qualitative research in the field of HCI that have seldom been discussed elsewhere.

The emphasis we place on different topics is inevitably colored by our own experiences. Our 
research has been in two main areas: healthcare technologies (e.g., Furniss et al., 2015; Hsu and 
Blandford, 2014; Rajkomar et al., 2015) and interacting with information (e.g., Blandford and 
Attfield, 2010; Makri et al., 2008a; Makri and Warwick, 2010). The first of these brings challenges, 
particularly in engaging with patients and dealing with sensitive issues within complex healthcare 
processes. The second brings a different kind of challenge: that interacting with information is often 
not the primary focus of someone’s activity; it is a secondary activity that they barely notice, so 
gathering useful and reliable information about users’ interactions can be difficult. Using these and 
other experiences, we review challenges and provide advice for designing and conducting qualitative 
HCI research.

1.1	 AN OVERVIEW OF QUALITATIVE APPROACHES AND 
METHODS IN HCI

There are many, many approaches and methods for qualitative research. Some of them have names, 
such as Ethnography, Contextual Inquiry, Focus Groups, Grounded Theory, Interpretive Phe-
nomenological Analysis, Discourse Analysis or Thematic Analysis; others do not. Some—such as 
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2 2. PLANNING A STUDY

Contextual Inquiry and Grounded Theory—are widely used in HCI, while others—such as Inter-
pretive Phenomenological Analysis and Discourse Analysis—are not; we focus on the more widely 
used methods and approaches in this book. Some of these names have precise meanings; others are 
often used as generic descriptors of qualitative research. For example, Grounded Theory (GT) has 
been described as a “bumper sticker” (Bryman and Burgess, 1994) to cover a broad range of qual-
itative approaches, even though there are strong principles underpinning GT proper. This makes 
it particularly important for HCI researchers to be open and 
transparent when explaining and justifying the qualitative 
approaches they have adopted. When writing up an approach, 
it is essential for researchers to explain in detail what they did 
and why, giving reasons for adopting, adapting or combining 
particular established approaches.

Denzin and Lincoln (2011) discuss a research process in terms of five phases, or levels of ac-
tivity. The first phase is the researcher—you!—who comes to the study with their individual history, 
experiences, values and understanding; the researcher shapes the research, and should be aware of 
the role they are playing in the research. 

The second phase is the research paradigm. In Chapter 6, we discuss research paradigms 
in terms of quantitative and qualitative approaches that are widely used in HCI. In brief: quanti-
tative research is most commonly applied to test pre-determined hypotheses, whereas qualitative 
approaches aim to describe and explain phenomena in a rich, often exploratory, way. Denzin and 
Lincoln (2011) identify four major paradigms for qualitative research: positivist and post-positivist; 
constructivist-interpretive; critical (Marxist, emancipatory); and feminist-poststructural. Given the 
aims of HCI studies, focusing on the design and use of interactive technologies, qualitative HCI 
research generally fits within the first two of these paradigms, and this book focuses on the con-
structivist-interpretive paradigm. This paradigm assumes a subjective reality that is shaped by the 
interpretations of researchers and study participants. This can feel uncomfortable at first, particu-
larly to those who have been brought up in a classic scientific paradigm where it is assumed that 
there is an objective reality “out there” and that the role of research is to establish what it is. This 
book is intended to provide tools and techniques to conduct high quality interpretive qualitative 
HCI research.

Denzin and Lincoln (2011) label their third phase “research strategies.” This is the phase 
that focuses on the strategy for addressing the research question or purpose of the study. Their list 
of strategies includes several that are commonly used in HCI, including ethnography, participant 
observation, ethnomethodology and GT. We discuss these approaches in Chapter 6, after discussing 
the particular methods that make up a study (Chapters 4 and 5).

Their fourth phase is “methods of collection and analysis.” They include interviewing, obser-
vation, autoethnography and focus groups as data collection methods; to this list, we add think-
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aloud as a technique that is particular to HCI (Chapter 4). We separate out analysis (Chapter 
5), focusing particularly on Thematic Analysis (Braun and Clarke, 2006) as a technique for data 
analysis that is widely used in HCI.

The final phase according to Denzin and Lincoln (2011) is that of interpretation and evalu-
ation. The questions in this phase are broadly: what can be learned from this study, how confident 
can we be in the findings and how might they be reported? In this book, we present this in terms 
of reporting the study (Chapter 7) and delivering the highest possible quality research (Chapter 8).

1.2	 THE SPACE OF INTERPRETIVE QUALITATIVE STUDIES IN 
HCI

There are several important dimensions on which qualitative studies in HCI vary:

•	 The focus of the study: Qualitative studies in HCI, by definition, focus on current or 
future technology design and use. But there are still many possible questions that the 
study might address—e.g., “how does our new design compare with our competitor’s 
design?” or “what are the privacy implications of introducing this new technology?”

•	 Who provides the data: Most studies involve the current or intended future users of 
the system of interest. Occasionally it is necessary to work with surrogate users—e.g., 
when real users are too busy to take part, or too expensive to recruit. Many studies also 
involve stakeholders in the system, such as domain experts who understand at least 
some of the users’ technology needs. In healthcare, for example, medical practitioners 
might provide input on system functionality they believe their patients need.

•	 Where the data is gathered: For many studies, particularly observational ones, it is 
important to do the data gathering in the “field”—i.e., in the real world, where the 
technology will be used in practice. But interviews may be conducted away from the 
situation of use, and think-aloud studies that focus on the individual’s interaction with 
a specific system often take place in controlled (“laboratory”) settings.

•	 How the data is gathered: Most studies gather data through observation, interviews, 
focus groups, or diaries. Some studies use existing data such as incident reports, prod-
uct reviews or system documentation.

•	 How the study is structured: Some studies have a clear stepwise structure, from devis-
ing research questions, to gathering data, to counting responses and producing results; 
others are more exploratory and iterative, which can include interleaving data gather-
ing and analysis, as they refocus questions and find more meaning as they engage with 
the data. This is discussed in more detail in Chapter 6.

1.2 THE SPACE OF INTERPRETIVE QUALITATIVE STUDIES IN HCI
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•	 The relationship between the analyst and the data: Some studies presume an objec-
tive reality to be “out there,” and so two independent people can analyse the same data 
and discover the same conclusion; other studies recognise the role of the researcher in 
shaping the analysis and creating a narrative. We discuss positivist and interpretivist 
traditions that underlie these positions in more detail in Chapter 6. Throughout this 
book, we focus primarily on the interpretivist tradition.

This makes it sound as if there is enormous scope for variability. In practice, every study 
needs to be coherent: the approaches to gathering and analysing data need to be well suited to the 
research question, as discussed in more detail below.

In the following chapters, we expand on these themes to help you plan, conduct and report 
on your qualitative HCI study. Planning a study can seem overwhelming at first, but a focus on the 
purpose of the study, together with the courage to commit to early writing and to just getting on 
with things, can quickly make things seem more manageable. 

In this book, we use the term “Semi-Structured Qualitative Study” (SSQS) to talk about the 
kinds of studies that are most commonly conducted in HCI. This term draws on the analogy of 
the semi-structured interview: that there is structure to give accountability and rigour while also 
creating space for exploring important avenues that are discovered through the process of doing 
the study. SSQSs occupy territory between studies that are based primarily on the analyst reporting 
their understanding of a situation in a free and unstructured manner and studies that are very struc-
tured in their approach and analyses. Our main reason for introducing this term is to add clarity 
to this area and to succinctly describe the kinds of study that are the focus of this text. It covers 
several different detailed approaches to qualitative studies in HCI. The key commonalities across 
these studies is that they have some clear structure that can be externalised.

1.3	 OVERVIEW OF TOPICS
We found it difficult to choose an order for topics in this book, because everything is related to 
everything else. You cannot plan a study until you have some sense of what is and is not possible 
given the resources, constraints and context of that study. These considerations will include many 
factors such as who you can recruit and the intended size and scope of the project. Drawing on 
our film analogy: a major studio film is normally put together by many people working as a team, 
and each has an important role; however, independent films and documentaries are made on much 
lower budgets and can sometimes involve just one person doing the work. Documentaries do not 
need to be full feature length but can be short forays into a topic of interest. Qualitative studies can 
also differ in size and scope but the typical qualitative HCI study has a very small team (often only 
one or two people) and they have to play multiple roles—as producer, director, editor, etc.
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The producer is involved in a lot of work in terms of the finances and contracts behind the 
film before any work begins, and then the film distribution once it has been created. Securing 
finances to realise a project can be difficult. In terms of research, these activities are likely to have 
been done by the project’s Principal Investigator or your supervisor prior to any work on the project. 
We do not include those phases here but they are often key to making research possible.

The first role we consider is that of the director, who directs the making of the film and is 
responsible for achieving an artistic vision within budget: being creative to deliver a high quality 
product while also working with the available resources and constraints. Documentaries with 
human subjects may also include ethical considerations. In Chapter 2, we discuss the overall plan-
ning of a project, including the management of ethics and informed consent in studies.

A documentary relies on the footage it gathers of its subjects, e.g., this could be revealing 
interviews with key witnesses, capturing intimate behaviours of families or filming large mammals 
on the savannah. A scout might help find a location, and local guides might introduce suitable 
human participants, as part of pre-production for the film. Similarly, the quality of an HCI study 
can stand or fall on the data that is gathered which, in turn, depends heavily on the recruitment of 
participants to the study. In Chapter 3, we discuss sampling strategies and recruiting participants.

Of course the camera crew and sound technicians play a critical role in gathering footage 
under direction of the director. Capturing good quality data is essential, unless you are working with 
archive footage in which case you need to source it and review its quality. In Chapter 4, we discuss 
techniques for gathering data, including approaches to observation, interviewing, and getting par-
ticipants to provide their own data (e.g., by keeping a diary).

The role of the editor becomes important at the point where the raw footage is selected, cut 
and joined together to create a coherent and compelling narrative that is faithful to the situation 
being documented. The editor might put the film together to highlight compelling themes that 
draw the viewer in or help them understand the topic in a new way. Just as the role of the editor 
is central to the quality of a documentary, so analysis is fundamental to the quality of a qualitative 
study. Approaches to analysis are discussed in Chapter 5.

Just as there are many different practices for putting together a documentary film, so there are 
many different approaches to qualitative research. We allude to many of these differences through-
out the book, and in Chapter 6 we explicitly discuss different approaches, including Contextual 
Inquiry, ethnomethodology, GT and mixed methods approaches.

The final step of editing is creating the final cut, the finished film that is ready for viewing. 
The reporting should be credible (making it clear what the quality and limitations of the work 
are) while also being engaging. In Chapter 7, we discuss ways of reporting findings from a qual-
itative study.

For stakeholders in the production, the story does not end the moment the film is released. 
The film will be viewed, assessed and critically reviewed. Similarly, the report of a qualitative study 

1.3 OVERVIEW OF TOPICS
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will be assessed (e.g., the dissertation will be marked, the paper reviewed or the client report as-
sessed by the client). In Chapter 8, we discuss the thorny question of how to evaluate qualitative 
research. This includes issues like validity, transferability and generalisability; different forms of 
triangulation; creativity and insight. Although Chapter 8 comes near the end, the issues are ones 
that should be considered from the outset, in the planning and conduct of the study.

This is a short book, where we present an overview of topics. However, we hope that you will 
enjoy your forays into qualitative HCI research and will want to learn more. In the final chapter, 
we summarise resources for going further.

Figure 1.1: Documentary films are different from fictional films in that they aim to present and doc-
ument some aspects of life and reality, and further our understanding of their chosen subject. Like 
qualitative research, there are interesting questions about the techniques, practices and processes of 
representing facts while engaging and informing an audience. We go behind the scenes in this book to 
explore these issues.
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CHAPTER  2

Planning a Study

The art of devising any study is to match up what you are trying to achieve 
with the methods and resources at your disposal. While the film director may 
have a fairly blank canvas to work with, HCI is often about addressing pressing, 
practical problems or understanding future user needs. So a good place to start 
is with the purpose of a study.

Incidentally, most texts on qualitative methods do not start with the pur-
pose: they typically start with a method, and then summarise (or leave the reader 
to infer) what that method is suitable for. We are taking a purpose-focused 
approach. From this perspective, the choice and application of an approach or technique are not 
right or wrong, but they are more or less well suited to the purpose of the study, and the aim is to 
select and adapt methods to be as good as possible for addressing that purpose. In Tables 2.1 and 
2.2, we summarise some of the key features of the techniques and approaches covered in this book 
(see Chapters 4 and 6).

HCI is often problem-focused, delivering socio-technical solutions to identified user needs. 
Within this, there are two obvious roles for Semi-Structured Qualitative Studies (SSQSs): under-
standing current needs and practices and evaluating the effects of new technologies in practice. The 
typical interest is in how to understand the world in terms that are useful for interaction design. 
This can often demand a “bricolage” approach to study design, adopting and adapting methods to fit 
the constraints of a particular situation. On the one hand this makes it possible to address the most 
pressing problems or questions; on the other, the researcher is continually having to learn new skills, 
and be open to new possibilities. Experience with qualitative projects and techniques will bring a 
maturity that will make these possibilities and adaptations easier to handle.

THE DIRECTOR’S WORK
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Table 2.1: Key features of techniques
Techniques Features Suited for Considerations
Observation Observing people work-

ing (or performing other 
activities) and interact-
ing with technologies

Gaining an understand-
ing of what people really 
do in practice

Without complemen-
tary interviews, it can be 
difficult to make sense 
of what is observed

Think-Aloud Users talking through 
thoughts while inter-
acting with a system or 
solving a problem

Understanding how 
people perceive and ex-
perience a system, and 
how they use it to sup-
port their work

Requires access to sys-
tem. Data focuses on the 
system rather than the 
broader work context

Semi-Structured 
Interviews

Interviewing people 
about their work, their 
experiences of technol-
ogy, their hopes for fu-
ture technology, etc.

Gathering people’s per-
ceptions and experiences

People have difficulty 
reporting accurately on 
what they do

Focus Groups Facilitating a group dis-
cussion, most commonly 
between people with 
similar backgrounds 
about the theme or 
technology of interest

Gathering perceptions 
and experiences, often 
with greater breadth but 
less depth than inter-
views

Focuses on perceptions 
rather than actions. Risk 
of “group think” unless 
carefully managed

Diary Studies Participants maintain a 
diary of relevant actions, 
experiences or thoughts

Longitudinal data gath-
ering that is situated in 
the context of use

May be fairly superficial 
unless participants have 
a high level of commit-
ment

Autoethnography Researcher participates 
in the intervention and 
maintains a diary of 
actions, experiences and 
reflections

Researcher gaining em-
pathy with participants 
and with others who 
experience the interven-
tion

Highly subjective, and 
probably not represen-
tative of the user popu-
lation

Working with 
Existing Sources

Using existing sources 
(video, social media, 
audio, text…) as data for 
addressing the research 
problem

Building understanding 
based on background 
material

Data was generated for 
a different purpose and 
audience, so may not 
be directly suited to the 
current research ques-
tion
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Table 2.2: Key features of approaches
Approach Features Suited for Considerations
Theory-Shaped 
Study

The design of data 
gathering and/or anal-
ysis is informed and 
constrained by the se-
lected theory

Testing or extending 
theory; gaining insights 
into design or evalu-
ation of system from 
the selected theoretical 
perspective

May overlook import-
ant considerations that 
are not covered by the 
theory

Ethnomethodology Data gathering and 
analysis shaped by the 
ethnomethodological 
focus on how workers 
perform and “make 
sense” of their work

Gaining insights for 
design based on how 
people work and make 
sense of their work

May overlook import-
ant considerations that 
are not covered by the 
approach

Contextual Inquiry Data gathering and 
preliminary analysis 
shaped by the con-
structs and questions of 
CI (information flow, 
artefact use, etc.)

Gaining insights for 
design based on infor-
mation flow, how cur-
rent artefacts are used, 
etc., within work

May overlook import-
ant considerations that 
are not covered by the 
CI models; not suited 
to mobile settings

Participant 
Observation

The researcher partic-
ipates (to a greater or 
lesser extent) in the 
setting being studied

Getting immersed in 
the activity and expe-
riencing something 
similar to what others 
experience in that sit-
uation

It is not always pos-
sible to participate 
meaningfully in the 
activity; requires re-
flexivity to understand 
one’s own role in the 
situation

Action Research Involves an interven-
tion—e.g., introducing 
a new technology or 
process—and studying 
the effect of that inter-
vention on work and 
user experience

Introducing innova-
tions into the situation 
and understanding 
their effect on practice

Can be difficult to 
discern the effects that 
are attributable to the 
intervention; requires 
reflexivity

Grounded Theory Involves interleaving 
data gathering (usually 
interviews) with anal-
ysis; focuses on sys-
tematically developing 
theory in its strongest 
form

Developing new theory 
from data

Depth of analysis may 
be disproportionate for 
small studies

PLANNING A STUDY
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2.1	 SO, YOU’VE GOT THIS GREAT IDEA OR BURNING 
QUESTION…

Every study has a purpose. As noted already, within HCI there are two main roles for qualitative 
studies: the first starts by trying to understand people’s needs and the context within which a future 
technology might be used; and the second starts by assessing how well an existing technology is 
working and the effect that it is having on the people and the context. There are three common 
areas to focus on in HCI studies, as summarised below (see also Figure 2.1).

1.  How people exploit technologies to support cognition (e.g., Hutchins 1995; Attfield 
and Blandford, 2011), or developing theories of emotion, cognition and interaction to 
inform design (e.g., McCarthy and Wright, 2005; Schneider et al., 2016).

2.  How a particular kind of technology shapes people’s experiences (e.g., Palen, 1999; 
Kindberg et al., 2005). This includes ways in which a new product changes attitudes 
and behaviours and how the design of the product might be adapted to better support 
people’s needs and aspirations.

3.  The nature of particular “work” (where “work” might be a leisure activity, paid work, 
home work or voluntary work), and how interactive technologies support or fail to sup-
port that work (e.g., Hartswood et al., 2003; Hughes et al., 1994; Mentis et al., 2013).

Figure 2.1: People use technology to achieve “work” (broadly conceived). The focus of HCI studies 
might be on or between any of these components.

Some (e.g., Crabtree et al., 2009) argue that the only purpose of an ethnographic study in 
HCI is to inform system design. Others (e.g., Dourish, 2006) argue that designers need a rich 
understanding of the situation for which they are designing, and that one of the important roles 
for ethnography is to expose and describe that context for design, without necessarily making the 
explicit link to implications for design. The best designs are usually ones where the design team has 
a rich understanding of the intended users of their products. We are often reminded of the power 
of intuitive design (e.g., Moggridge, 2007), but when the design team cannot have good intuitions 
about their users, they need other means to put themselves in the user’s shoes. Rich qualitative stud-
ies describing people, technology and work have a valuable role to play in HCI: in particular, for the 
design and evaluation of technology, agenda setting, theory creation and critique of predominant 
design paradigms.
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Figure 2.2: Planning and preparation is of paramount importance to ensure that decisions about direc-
tion, sampling, editing, etc., result in a coherent and achievable project.

2.2	 PLANNING AND PREPARATION
One way to think about the planning of a study is in terms of the PRET A Rapporter (PRETAR) 
framework (Blandford et al., 2008a). This is a basic structure for designing, conducting and report-
ing studies:

•	 Purpose: every study has a purpose, which may be more or less precisely defined; 
methods should be selected to address the purpose of the study. The purpose of a study 
may change as understanding develops, but few people are able to conduct an effective 
study without some idea of why they are doing it.

•	 Resources and constraints: all studies must be conducted with the available resources, 
also taking account of existing constraints that may limit what is possible.

•	 Ethical considerations often shape what is possible, particularly in terms of how data 
can be gathered and results reported.

•	 Techniques for data gathering need to be determined (working with the available 
resources to address the purpose of the study).

•	 Analysis techniques need to be appropriate to the data and the purpose of the study.

•	 Reporting needs to address the purpose of the study, and communicate it effectively 
to the intended audiences. In some cases, this will include an account of how and why 
the purpose has evolved, as well as the methods, results, etc.

2.2 PLANNING AND PREPARATION
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To tackle a project competently you will need to build up relevant expertise in qualitative re-
search and in the study domain. There is no shortcut to acquiring that expertise. Courses, textbooks 
and research papers provide essential foundations, and different resources resonate with (and are 
therefore most useful to) different people. Corbin and Strauss (2015) emphasise the importance of 
planning and practice: “Persons sometimes think that they can go out into the field and conduct 
interviews or observations with no training or preparation. Often these persons are disappointed 
when the data they are able to gather are sparse” (p. 37). Kidder and Fine (1987) describe the 
evolving focus of qualitative research: that one of the researcher’s frequent tasks is “deciding which 
question to ask next of whom” (p. 60). There is no substitute for planning, practice and reflecting on 
what can be learnt from each interview or observation session.

It is tempting to want to apply a precisely defined method (Yardley, 2000). But, in all prob-
ability, you will be faced by complexity that demands some improvisation along the way (Furniss 
et al., 2011a; Woolrych et al., 2011). We provide a series of checklists to help focus on particular 
decisions when designing, conducting and reporting a study.

As well as expertise in qualitative methods, the level of expertise in the study context can 
have a huge influence over the quality and kind of study conducted. When the study focuses on a 
widely used technology or an activity that most people engage in, such as time management (e.g., 
Kamsin et al., 2012) or in-car navigation (e.g., Curzon et al., 2002), any disparity in expertise be-
tween researcher and participants is unlikely to be critical. Where the study is of a highly specialised 
device, or in a specialist context, the expertise of the researcher(s) can have a significant effect on 
both the conduct and the outcomes of a study. At times, naiveté can be an asset, allowing one to ask 
simple but important questions that would be overlooked by someone with more domain expertise. 
At other times, naiveté can result in the researcher failing to note or interpret important features 
of the study context. In preparing to conduct a study, it is important to consider the effects of ex-
pertise and to determine whether or not specific training in the technology or work being studied 
is required before data-gathering starts.

Rather than trying to anticipate every possible eventuality, it is often best to do enough 
preparation, where what constitutes enough is likely to vary from one individual to another as well 
as from one study question to another. So, as a starting point, we summarise an idealised shape of 
a qualitative study (Figure 2.3): you start with a purpose (a research question), then you gather and 
analyse data, to yield results that are then reported (in a dissertation, paper or client report); the 
study is shaped by various factors, including the expertise of the research team (discussed above), 
resources and constraints, the role of theory and ethical considerations (all discussed below).
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Figure 2.3: An idealised shape of a qualitative study.

Although we first present steps sequentially and simply, you should be aware that this is an 
over-simplification: it is hardly ever possible to separate the components of a study and treat them 
independently. The style of data gathering influences what analysis can be performed; the relation-
ship established with early participants may influence the recruitment of later participants; ethical 
considerations may influence what kinds of data can be gathered, etc. Managing these interdepen-
dencies can make qualitative research particularly challenging at times, but successfully juggling and 
trading them off also makes qualitative research interesting and rewarding. We return to this topic 
of interdependencies later. 

2.3	 BEING REALISTIC: RESOURCES AND CONSTRAINTS
Every study has to be designed to work with the available resources. Where resources are limited 
it is necessary to “cut your coat according to your cloth.” For example, if you have three months to 
conduct a Master’s project you will need to fit ambitions, and hence purpose, to what is possible 
with the available resources. Here are some things to consider when thinking about the time in-
volved for a qualitative study:

•	 Time to obtain ethical clearance will depend on how sensitive the study is and which 
review board is assessing it; you can often get local knowledge to help you plan this.

•	 Time to recruit participants also depends on their situations and how interesting the 
topic is to them. Recruiting through a general subject pool can often be quick, but if 
you are seeking participants with specialist skills or knowledge, you should factor in 
significant time for this.

•	 The mean duration of an interview is under an hour, depending on the scope of the 
interviews. Few interviews are much longer than that because attention drifts. Obser-
vations can be longer (several hours per session with comfort breaks).

2.3 BEING REALISTIC: RESOURCES AND CONSTRAINTS
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•	 Transcribing audio data typically takes 4–6 times as long as the recording, depending 
on data quality, lengths of silences and the transcriber’s typing speed. Transcribing 
video data takes significantly longer, depending on the level of detail being transcribed.

•	 Analysis time can vary, depending on the quality of the data and the depth and focus 
of analysis, but is likely to take at least 2–3 days per hour of data.

In total, a Master’s dissertation of three months (typical in the U.K.) is likely to involve 
10–15 hours of audio data, or equivalent. That does not sound like much, but is usually all that is 
feasible when all the other stages of the project (including literature review and writing up) are 
taken into account. It is therefore important that the data should be as high quality as possible.

As well as time, resource considerations need to cover funding, equipment available for data 
collection and analysis, availability of places to conduct the study, availability of participants and 
expertise. Here, we briefly discuss some of these issues, while avoiding stating the obvious (variants 
on the theme of “don’t plan to use resources that you don’t have or can’t acquire!”).

Where a study takes place can shape that study significantly. Studies that take place within 
the context of work, home or other natural setting are sometimes referred to as “situated” or “in 
the wild” (e.g., Rogers, 2012). Studies that take place in more controlled settings include laboratory 
studies (e.g., involving think-aloud protocol) and some interview studies. There are also interme-
diate points, such as the use of simulation labs, or the use of spaces that are similar to the work 
setting, where participants have access to some, but not all, features of the natural work setting. Ob-
servational studies most commonly take place “in the wild,” where the “wild” may be a workplace, 
the home, or some other location where the technology of interest is used. Interview studies may 
take place in the “wild” or in another place that is comfortable for participants, and quiet enough to 
record and to ensure appropriate privacy and safety for both participant and interviewer. Of course, 
there are also study types where researcher and participant are at a distance from each other, such 
as diary studies and remote interviews.

Tools for data recording include notes, audio recording, still camera, video camera and screen 
capture software. All of these can be useful, depending on the situations and purpose for which 
data is being gathered.

Hand-written or typed notes can be most effective in noisy environments, or where there 
are sensitivities about any other form of recording. Care needs to be taken that the act of note-tak-
ing does not disrupt the interaction. For example, if particular actions are noted in an observation 
session, participants may be aware of every time a note is taken, and hence self-conscious about the 
activity that is provoking the note-taking (Blandford et al., 2015a).

Audio recording is often most suitable for interviews and focus groups. If you are work-
ing on your own it might be difficult to follow and facilitate the interview and note down all the 
important points otherwise. Audio recording and transcription is also needed where the details of 
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specific words and phrases people use are important. Audio recordings are preferable to note-taking 
particularly when the study is exploratory and there is a chance that information that might be 
overlooked early on turns out to be important later, or if the data is rich enough to support multi-
ple analyses. For example, Rajkomar et al. (2015) originally gathered data on people’s situated use 
of home haemodialysis technology in order to test and extend the DiCoT approach (Furniss and 
Blandford, 2006) to analysing a system in terms of Distributed Cognition (DCog: Hollan et al., 
2000). Within the initial interview plan, we intentionally also addressed questions of basic usability 
and how people stay safe on home haemodialysis (Rajkomar et al., 2014). Another unanticipated 
theme within the data was how people cope with managing their own dialysis at home includ-
ing, but not limited to, how they troubleshoot when the technology goes wrong (Blandford et al., 
2015b). It would not have been possible for us to do this follow-up Thematic Analysis without full 
audio transcriptions of the interviews.

Still photographs of activities performed and equipment/technology used provide a per-
manent record to support analysis and for illustrative purposes in reports. This can be particularly 
useful when the equipment has been adapted by users, or for recording where technology was used 
or how it was configured. For example, Figure 2.4 shows a series of photos of glucometers used in 
a hospital that supported analysis of the system in terms of DCog (Furniss et al., 2015).

Figure 2.4: Glucometer use in a hospital. The same device is shown stand-alone (left), as part of a 
blood glucose testing kit (middle) and as part of a broader blood glucose testing system (right).

Video recording can be valuable for capturing the details of an interaction, but can be in-
trusive. Recording video can be particularly useful for capturing micro-interactions and interaction 
that involves the use of equipment or technology in a particular physical space (e.g., in a family 

2.3 BEING REALISTIC: RESOURCES AND CONSTRAINTS
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car—see Cycil et al., 2014) or involves multiple users interacting with technology (see Marshall 
et al., 2011).

Screen capture software can give a valuable record of user interactions with desktop systems. 
For capturing rarely performed interactions, or interactions over an extended time period (e.g., how 
a document is written over a period of days or weeks), it may be possible to ask participants to 
record their own screens or to take screenshots (e.g., Karlson et al., 2010). 

Particular qualitative methods may require specialist equipment for data gathering. Examples 
include the use of cultural probes (Gaver and Dunne, 1999), which involve participants receiving a 
set of tools such as cameras, notebooks, pens and sticky notes with which to record their experiences, 
or engaging participants in keeping video diaries. Other specialist tools may sometimes add value; 
for example, eye gaze tracking, motion capture or activity tracking may add useful quantitative data 
to complement the qualitative in some studies (see discussion of mixed methods in Chapter 6).

When it comes to data analysis, colored pencils, highlighter pens and paper are often ade-
quate for studies that involve only a few hours of data. For larger studies, computer-based Qualita-
tive Data Analysis tools (e.g., NVivo, MaxQDA, Dedoose or ATLAS.ti) can help with managing 
and keeping track of data, but require time to learn to use effectively. These tools can help track large 
quantities of quotations, codes, links and memos. They can also speed up the process of analysis; for 
example, they allow you to rapidly change the name of every instance of a particular code, or list 
every quotation with a particular code. However, they do not actually do any of the sense making 
themselves—that is left to the researcher.

As well as the costs of equipment, the other main costs for studies are typically the costs 
of travel and participant fees. Within HCI, there has been little discussion around the ethics and 
practicality of paying participant fees for studies. In disciplines where this has been studied (most 
notably medicine), there is little agreement on policy for paying participants (e.g., Grady et al., 
2005; Fry et al., 2005). The ethical concerns in medicine are typically much greater than those in 
HCI due to the level of potential harm. In HCI, it is common practice to recompense participants 
for their time and any costs they incur, with cash or gift certificates, without making the payment 
so large that people are likely to participate just for the money.

Often, the biggest constraint is access to a study setting or availability of suitable participants; 
we devote the next chapter to this topic.

2.4	 ETHICS AND INFORMED CONSENT
Traditionally, ethics has been concerned with the avoidance of harm, and most established ethical 
clearance processes focus on this. “VIP” is a useful mnemonic for the main considerations:

•	 Vulnerable participants
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•	 Informed consent

•	 Privacy and confidentiality

Particular care needs to be taken when recruiting participants from groups that might be 
regarded as vulnerable, such as children, the elderly or people with a particular condition (illness, 
addiction, etc.).

In providing informed consent, participants should be told the purpose of the study, and 
made aware of their right to withdraw at any time without reason and without them being at any 
disadvantage. If it is not possible to inform participants of the full purpose of the study at the outset 
(e.g., because this might bias their behaviour and defeat the object of the study), then they should 
be debriefed fully at the end of the study.

It is common practice to provide a written information sheet outlining the purpose of the 
study, what is expected of participants, how their data will be stored, used and, if applicable, shared 
and how findings will be reported. Depending on the circumstances, it may be appropriate to gather 
either written or verbal consent; if written then the record should be kept securely, and separately 
from data. Preece et al. (2015) suggest that requiring participants to sign an informed consent 
form helps to keep the relationship between researcher and participants “clear and professional.” 
This is true in some situations, but not in others, where verbal consent may be less disruptive for 
participants. For example, verbal consent may work better if observing someone briefly while they 
go about their work, if getting written consent would disrupt the work disproportionately.

With the growing use of social media, and of research methods making use of such data 
(e.g., from Twitter or online forums), there are situations where gathering informed consent is 
impractical or maybe even impossible. In such situations, it is important to weigh up the value of 
the research and how to ensure that confidentiality and respect are maintained. Bear in mind that 
although such data has been made publicly available, the authors may not have considered all pos-
sible uses of the data and may feel a strong sense of ownership of it. If in doubt, discuss possible 
ethical concerns with experts in research ethics.

Privacy and confidentiality should be respected in data gathering, management and reporting. 
Some of this is covered in data protection laws and information governance procedures. It is good 
practice to anonymise data as soon as is practical, i.e., when taking notes or transcribing audio. This 
means replacing people’s names with a participant number (e.g., “P3”) or pseudonym, and removing 
other proper nouns that have the potential to personally identify participants (e.g., company names, 
specific places, such as the name of a small town, etc.). It may be necessary to retain contact details 
securely so that it is possible to inform participants of the outcome of the study later, but this would 
normally only be done with informed consent, for participants who want to know more.

Ethics goes beyond the principle of no harm: it should also be about doing good. There must 
be some value in the research, otherwise it is not worth doing. This might require a long-term 

2.4 ETHICS AND INFORMED CONSENT
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perspective: understanding current design and user experiences to guide the design of future tech-
nologies. That long-term view may not give research participants immediate pay-back, but where 
possible there should be benefits to participating in a study. In our experience, participants have 
responded positively to us explaining that findings from their study will not be used to inform the 
design of the technology they actually use, but with the aim of making this sort of technology easier 
to use for people in the future.

It is important to review the safety of the researcher as well as that of participants. This com-
monly involves doing a risk analysis. For example, researchers should meet participants who are not 
already known to them in public spaces wherever possible. For home studies, it is generally good 
practice to work in pairs, or to consider other ways of mitigating any risks.

2.5	 ACCOMMODATING RESEARCHER BIASES AND PRE-
EXISTING THEORY WHEN PLANNING A STUDY

In addition to resources, constraints and ethical considerations, there are various less tangible fac-
tors that shape any study. Probably the most important are the ways that pre-existing theory can be 
used to inform data gathering, analysis and reporting of a study, and also the biases, understanding, 
and experience of the researcher(s) involved in the project (Denzin and Lincoln, 2011).

No researcher is a tabula rasa: each comes to a study with pre-existing understanding, ex-
perience, interests, etc. Hertzum and Jacobsen (2001) studied how several analysts independently 
identified usability difficulties from the same video data in which other participants had been 
thinking aloud while interacting with a user interface. There was significant variability in what 
issues their participating analysts identified. They considered this to be “chilling”: that there is no 
objective, shared understanding, even with an activity as superficially simple as identifying usability 
difficulties from think-aloud data. If this is true for analysing pre-determined data with a pre-de-
fined question, it clearly has an even greater effect when the researcher is shaping the entire study.

For the individual, it may be difficult to identify or articulate many of the factors that shape 
the research they conduct, but one obvious factor is the role of theory in a study. Theory may shape 
the research from the outset, come into play during the analysis, or be most prominent towards the 
end of a research project. In Chapter 6, we discuss how theory may be introduced in an analysis, 
and how it can contribute to the generalisability of findings. Here, we focus on how it may be used 
to shape a study at the planning stage.

Theory may be introduced early into a study: either to test an existing theory in a new context 
or to better understand the study context while having a focus that helps to manage its complex-
ity. A theory can act as a “lens,” providing sensitising concepts that help to shape and focus data 
gathering and impose a partial structure on the data that is gathered. Similarly, a theory can help 
in shaping analysis. 
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Where this is done, it is important not to trust an existing theoretical framework unques-
tioningly, but to test and extend that framework: are there counter-examples that challenge the ac-
curacy of the existing framework? Are there examples that go beyond the framework and introduce 
important extensions to it? Many studies that introduce theory early end up extending or refining 
the theory and also making the study more manageable. For example, when studying the interactive 
behaviour of lawyers when looking for information on the Web (Makri et al., 2008a), we shaped our 
approach to data gathering and analysis around the work of Ellis et al. (1993) and Ellis and Haugan 
(1997). While this was not our intention at the beginning of the study, as our study evolved we 
noticed that many of the interactive behaviours the lawyers displayed were highly similar to those 
identified by Ellis and colleagues in other disciplines (and when using electronic library catalogues 
rather than the Web). Later data gathering and analysis focused on Ellis’s model. However, rather 
than assume that all of Ellis and colleagues’ findings applied in this new context, we questioned 
their total fit. This resulted in the existing theory being enriched by both extending and refining 
previous findings. A different example of contributing to theory arose from our attempts to apply 
DCog to analyse a control room. DCog is a theoretical perspective that views cognition as being 
distributed in the world, rather than residing solely in the mind, recognising the role of artefacts 
and information flow in supporting cognition. We found the theory lacked a suitable method to 
apply it, so we developed a method called DiCoT (Distributed Cognition for Teamwork) to fill this 
gap (Furniss and Blandford, 2006). Sometimes contributions to theory and method can be greater 
than the insights for the context under study.

2.5 ACCOMMODATING RESEARCHER BIASES AND PRE-EXISTING THEORY
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Figure 2.5: A view of a control room with shared information artefacts that shaped the development 
of DiCoT (Furniss and Blandford, 2006).

2.6	 SUMMARY AND CHECKLIST: PLANNING A STUDY
Just as the director of a documentary film is driven by their vision and has to plan what and where 
to film within their constraints before starting, you have to think about your study’s purpose and 
plan before you start to gather data. You might review relevant literature and do a pilot study early 
on to check your study design or to shape your approach. You might consult with a specialist user 
group to check your plans are feasible. You might need to review the focus of your study or ap-
proach as a result. But without a plan, a study is unlikely to be robust or deliver useful outcomes. 
There comes a point when you simply have to head off and explore, because if you knew ahead of 
time what you were going to find in the study, there would be no point in doing it. But it is wise 
to know broadly what you want to study and how before you begin. It is also wise to write up the 
study method ahead of time, to capture what you propose to do; this “methods” section can be 
reviewed and revised later if you discover that what you had intended was not in practice feasible 
or appropriate.

Checklist A summarises issues that need to be considered early on. You should also be 
mindful of quality considerations (discussed in Chapter 8) from the outset, to make sure that you 
conduct and report the best possible study.
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Checklist A: Planning a SSQS
Purpose	 What is the purpose of the study? 

Why is it an important study to conduct? 
What gap in knowledge is it filling?

Resources and 
constraints

What resources do you have to work with?
What constraints limit possibilities?
What training and preparation does each researcher need?
What expertise does the researcher bring to the project?
Do you need advocate(s) within the study setting? How will you identify 
and work with them? See Chapter 3.
What is the approach to sampling participants? How will participants 
be recruited? See Chapter 3.
Where will the study take place?
To what extent, and how, will theory play a role in data gathering, analy-
sis and/or reporting?

Ethical 
considerations

Are there important ethical considerations that need to be addressed 
(e.g., vulnerable participants)?
How will you ensure that participants benefit as far as possible from 
participation?
What will participants be told about the study when giving informed 
consent?
How will participants be debriefed about the study once it is completed?
How will data be stored and anonymised?
How will participants’ engagement be reported?
If participants read the report, will they feel well represented or is there 
a risk that they might feel used or misled? See Chapter 7.
Have you considered your own safety and health and made sure that this 
is addressed well (e.g., considering the risks of lone working)?

Techniques for data 
gathering

How will data be gathered (interviews, observation, etc.)? 
How will it be recorded?
If multiple methods are to be used, how will they be sequenced and co-
ordinated?
How interleaved will participant recruitment, data gathering and analy-
sis be?

Analysis of data How will data be analysed?
How will the analysis be validated or will quality be ensured/assessed?

Reporting Who is the audience? How will findings be reported?

2.6 SUMMARY AND CHEKCLIST: PLANNING A STUDY
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CHAPTER  3

Sampling and Recruitment

In creating a documentary, the director and editor can only work with the foot-
age they have, so it is important for the filmmaker to choose good locations and 
camera angles, be patient, be creative and be lucky. Similarly, a key determinant 
of study outcome is the quality of the data that is gathered. As noted in the 
previous chapter, researcher factors (their expertise in qualitative research, in 
the domain or technology being studied and of any relevant theory) contribute 
to data quality. Other important determinants are the suitability of participants 
providing the data for the study, and often the rapport and trust that is built 
up between researcher and participant. In this chapter, we focus on strategies and challenges for 
recruiting participants.

An early question is likely to be where the study is to take place, or where participants are to 
be sourced from. There are four main places where studies are likely to be conducted: work places, 
participants’ homes, public places chosen by the researcher (e.g., cafes) and laboratories and meeting 
rooms accessible to the researcher.

3.1	 APPROACHES TO SAMPLING
When a study is conducted within an organisation, individual participants are most commonly 
recruited by an intermediary (or advocate) within the organisation, and you will need to be guided 
by them as to who are suitable participants. You may have ideas about the ideal profiles of partici-
pants; for example, people in particular roles or people with different attitudes to the technology in 
question. However, you will also need to work with people’s availability, willingness to participate 
and what is possible within pragmatic constraints.

If the study is not linked to a particular organisation, you are usually directly responsible for 
(and in control of ) recruitment.

When talking about recruitment of participants, most papers discuss this in terms of a sam-
pling strategy. This is a strategic question: what kinds of people do you want as participants in your 
study? There is then the tactical question of how to recruit those participants.

WHO AND WHAT TO FILM?
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Figure 3.1: What you choose to sample as well as the quality of the footage will have a direct impact 
on the quality and outcome of the project.

Sampling criteria are often quite broad (e.g., people who enjoy playing video games) and 
then it is possible to recruit through public advertising. Sometimes, they are focused (e.g., people 
with a particular job role using a specific technology within an organisation). For other studies, 
the aim might be to obtain a representative sample; for example, in a study of lawyers’ use of 
digital information tools (Makri et al., 2008a), our aim was to involve lawyers across the range 
of seniority, from undergraduate students to partners in a law firm and professors in a university 
law department. This allowed us to observe how a wide variety of lawyers used existing tools. An 
alternative approach might have been to observe lawyers from a representative sample of different 
legal specialisms.

Miles and Huberman (1994, p. 28) list no fewer than 16 different approaches to sampling, 
such as maximum variation, extreme or deviant case, typical case and stratified purposeful, each 
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with a particular value in terms of data gathering and analysis. The kind of probability sampling that 
is commonly reported in quantitative studies, where the aim is to sample participants to maximise 
the likelihood of them being representative of the total population, is rarely appropriate or even 
possible in qualitative studies. Common sampling strategies reported in qualitative HCI studies are:

1.  Purposive sampling (also called judgment sampling): This involves selecting a sample 
of participants who are most likely to address the research question efficiently. The study 
of lawyers outlined above followed this approach. Segerståhl and Oinas-Kukkonen 
(2011) describe an approach they call “purposive intensity sampling” that aimed to re-
cruit participants who were likely to use the product of interest (for monitoring exercise) 
based on several inclusion and exclusion criteria.

2.  Theoretical sampling: This is advocated within GT, and involves recruiting participants 
who are most likely to test, expand and help build the theory that is emerging through 
data gathering and analysis. This approach is only possible when data collection and 
analysis are interleaved and a theory is gradually developed through a cyclic process 
(see Chapter 6). Pace (2004) gives a clear account of an approach to studying the flow 
experience of people using the Web.

3.  Convenience sampling: This involves working with the most accessible participants, 
and is therefore the easiest approach. Few papers explicitly report using a convenience 
sample, but research that involves other academics, such as Pontis et al. (2015), are often 
taking advantange of the comparative ease of recruiting from this population. 

4.  Snowball sampling: Each participant introduces the researcher to further participants 
who satisfy their inclusion criteria. This can be particularly useful for accessing hard-
to-reach populations (e.g., people using a particular specialist device), but risks limiting 
participant diversity and consequent generalisability of findings. Makri et al. (2014) used 
snowball sampling to gain access to creative professionals: a composer knew a chore-
ographer who knew a comedian and we were able to leverage these existing contacts to 
grow our sample.

Slightly tongue-in-cheek, Atkinson and Flint (2001) discuss “scrounging sampling”: the in-
creasingly desperate acquisition of participants to make up numbers almost regardless of suitability. 
While few authors admit to applying scrounging sampling as a strategy for recruitment, it may be 
better than nothing when all other strategies have failed. Whatever sampling strategy is adopted, 
the devil is in the details: in how participants have been recruited and the likely consequences of the 
recruitment strategy on what data is gathered and hence what the findings are. It is also possible to 
mix sampling approaches. For example, it is possible to adopt a purposive sampling approach at first 
then to use theoretical sampling if early findings suggest that new insights might be gained from 

3.1 APPROACHES TO SAMPLING
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additional or alternative types of participants. It is also possible to start with convenience sampling 
and snowball your way to more participants.

3.2	 SAMPLING IN PRACTICE: RECRUITING PARTICIPANTS
The choice of recruitment methods depends on the purpose of the study, the sampling strategy and 
the kinds of participants needed. Possible approaches include: 

•	 Direct contact: approaching individuals in the workplace (with authorisation from 
local managers if needed), or approaching people in public spaces (with due regard for 
safety, informed consent, etc.).

•	 Indirect contact: through advertising on noticeboards in physical spaces, through 
targeted email lists, via online lists and social media.

•	 Mediated contact: an introduction by someone else, such as a line manager in the 
workplace, another “gatekeeper” (e.g., teacher, or the organiser of a relevant special 
interest group), friends or other participants, as with snowball sampling.

As social media and other technologies evolve, new approaches to recruiting study par-
ticipants are emerging. What matters is that the approach to recruitment is effective in terms of 
recruiting both a suitable number of participants and appropriate participants for the aims of the 
study. Different ethical considerations are important for different recruitment approaches; for ex-
ample, potential participants should not perceive direct contact as aggressive or intrusive.

When recruiting participants for a study, with or without the advocacy of an intermediary, 
it is important to consider their motivations for participating. This is partly coupled with ethical 
considerations, and partly with how to incentivise people to participate at all. People may agree or 
elect to participate in studies for many different reasons. If you are a student, people may be willing 
to help with your study because they value education.

People may just want to be helpful if participating is low-cost in terms of time and effort. 
This was probably the case in our studies of ambulance control (e.g., Blandford and Wong, 2004), 
where we sat alongside controllers as they worked, and asked them about their work and their ex-
perience of their dispatch system in slack periods when they were waiting for the next call. In this 
case, the immediate benefits to participants were small, beyond the sense that someone else was 
interested in their work and valued their expertise. However, the cost of participation was also low.

In other cases, participants may be inherently interested in the research, as in some of our 
work on serendipity (Makri and Blandford, 2012) where several participants mentioned they agreed 
to take part because they thought serendipity was a “cool” concept. If the study involves using a 
novel technology, there may also be elements of curiosity, and opportunities to learn and have fun. 
They might also perceive some personal benefit. For example, participants in our studies on time 
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management benefited from the chance to reflect on how they managed their time (Kamsin et al., 
2012). Some people may participate for financial reward, or to return a favor.

Corbin and Strauss (2015) suggest that one reason for participating in a study may be mak-
ing one’s voice heard. Be aware that people may have their own agenda to promote, e.g., to complain 
about staff shortages or promote an issue they believe in. There may be forms of self-promotion 
where people want to be associated with what they say. Anonymising what people say can reduce 
the biases this might introduce on the data, as they will neither benefit nor be damaged by what is 
reported. There may also be forms of self-preservation where people feel threatened by being associ-
ated with what they say. For example, in one study of medical technologies (Rajkomar et al., 2014), 
participants were concerned that admitting to difficulties with the use of a technology could reflect 
poorly on their competence rather than the usability of the equipment. It is important to make it 
clear to participants that it is the interactive system, not them, that is under scrutiny and that taking 
part in the research will not disadvantage them in any way. This should be in deeds as well as words. 
Adopting a humble, relaxed approach to interviews and observations can make participants feel at 
ease. Explaining the purpose of the study to participants at the outset can reassure them that it 
really is the system and not them that is being tested. This is a positive aspect of properly informed 
consent; however, doubts might still remain. In our study of medical technologies, this approach 
was not enough. If we had known about participants’ fears of their rights to use the equipment 
being revoked when planning the study, we would have emphasised that the usability issues they 
flagged would only be used to improve the design of the equipment, would not be disclosed to oth-
ers (e.g., management) and would not be used to make decisions about rights to use the equipment.

There are many other complex motivations for participating in particular research projects. 
As researchers, we need to better understand those motivations, respect them and work with them. 

One issue to remain aware of is bias in recruitment, although it is often impossible to avoid 
completely. Particularly when taking a convenience sample, such as recruiting friends-of-friends or 
people who have signed up to a subject pool, there is a high chance that the participant population 
is not representative of the broader population of people who might use the technology of interest. 
Also, people with particular motivations, such as particularly negative or positive prior experiences, 
may sign up readily to a study. Conversely, those who have less personal motivation to participate 
are more difficult to recruit; for example, some people may be concerned that their competence will 
be questioned. As well as this kind of “consent bias,” there may also be “gatekeeper bias” in medi-
ated contact, where those in authority (e.g., clinicians or teachers) filter out potential participants 
who they consider less suitable. In mediated contact there may also be “brownie point bias,” where 
participants who have little personal motivation to participate do so because they want to please 
someone in authority such as their boss. This is only likely to cause problems if the participant’s lack 
of motivation results in poor data. These biases will limit the generalisability of findings—a theme 
to which we return in Chapter 8.

3.2 SAMPLING IN PRACTICE: RECRUITING PARTICIPANTS
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3.3	 SAMPLING IN PRACTICE: NEGOTIATING ACCESS
Studies in organisational workplaces can be both the easiest and the most difficult to organise. Easy 
because if individuals are participating as part of their ongoing work then identifying and working 
with those individuals is usually fairly straightforward, provided that local managers are supportive. 
But there can be a significant up-front investment in negotiating access to the study site unless the 
site has some prior interest or engagement in the study.

Where studies are devised and run in collaboration with problem owners (e.g., Randell et al., 
2013), negotiating access is generally straightforward. Where this is not the case, it is essential to 
identify promising study sites and individuals who will act as advocates for the study. For example, 
given the shift in emphasis in healthcare from hospital to home, we are interested in how medical 
devices are taken up and used in the home, and how products that were originally developed for 
use by clinical staff in hospitals can be adapted for home use. There are some products that are 
well established for home use, such as nebulisers and blood glucose monitors, and others that are 
making the transition from hospital to home, such as patient-controlled analgesia and intravenous 
administration of chemotherapy. We followed several lines of enquiry to identify clinicians who 
expressed an interest in patients’ experiences of intravenous therapies at home, but all eventually 
drew a blank. In contrast, we identified several renal clinicians who were sufficiently interested in 
patients’ experience of home haemodialysis to introduce us to their patients. This led to a productive 
study (Rajkomar et al., 2014; 2015) in which we identified not just the importance of the technol-
ogy design, but also the importance of the social structures around technology use that impact the 
quality of patient care (Figure 3.2).

In all cases, it is important to consider why the study is valuable, what the costs and benefits 
to the organisation are, and why the organisation would want to participate. Ultimately though, it is 
about engaging with, and persuading, individuals within the organisation that the project is worth 
supporting and facilitating. There may be an initial cost in negotiating support from advocates, but 
this often brings with it the benefits of close engagement with the study domain, introductions to 
potential participants and longer-term impact through the engagement of stakeholders. Engaging 
with advocates at the planning stage, rather than just the recruitment stage, can improve buy-in by 
getting their input into the focus and design of the study early on.
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Figure 3.2: Communication devices in a home care setting. With the support of healthcare profession-
als as advocates, we found that not just technology design, but also the social structures around tech-
nology use impact the quality of patient care.

3.4	 HOW MANY PARTICIPANTS?
A common question is: how many participants are needed for a qualitative study? Or, in the case of 
a situated observational study, how many hours of observation are needed? There are several possible 
answers to these questions:

•	 The theory-based answer: If you are following an approach such as GT, where data 
gathering and analysis are interleaved and theory is being constructed, then data gath-
ering and analysis should continue until “theoretical saturation” is achieved. This is the 
point where gathering and analysing more data on the chosen theme does not yield 
further insight. The number of participants (or hours of data gathering) required to 
reach theoretical saturation will depend on the richness of the theory and of the data.

•	 The moderately pragmatic answer: the largest dataset that can be meaningfully han-
dled to yield reliable insights. Perhaps surprisingly, for a Ph.D. this is rarely more than 
30–40 hours of rich qualitative data.

•	 The very pragmatic answer: you gather as much data as it is possible to gather and 
analyse well in the time available. The “sweet spot” between quantity of data and qual-
ity of analysis depends on the richness of the data. As noted above, for a 3-month MSc 
project, it is difficult to gather and analyse more than 10–15 hours of interview data.

3.4 HOW MANY PARTICIPANTS?
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Time is often an important factor: it can take a long time to recruit each participant, arrange 
and conduct data gathering, transcribe and analyse the data. Another factor might be the availabil-
ity of participants who satisfy the recruitment criteria (e.g., people who hold a particular role in 
an organisation or have particular experience). A shorter study with fewer participants needs to be 
more focused, because otherwise it risks delivering shallow data from which it is almost impossible 
to derive valuable insight.

A typical structure for a GT study (see Chapter 6) might be to interview and analyse data 
from 3–4 participants to begin to familiarise yourself with the data. You could then continue to 
explore themes and patterns up to about 12 participants, perhaps reaching theoretical saturation. 
For larger projects, such as some Ph.D. research, you may expand the scope of the developing 
theory, using the principle of theoretical sampling to engage selectively with a different group of 
participants.

Although not common in HCI, it is possible to conduct a study with a single participant, 
as a rich case study. For example, Attfield et al. (2008) gathered observations, interview data and 
examples of artefacts produced from a single journalist as that journalist prepared an article from 
inception to publication. The aim of the study was to understand the phases of work, how infor-
mation was transformed through that work and how technology supported the work. Such a case 
study provides a rich understanding of the interaction, but care has to be taken with generalising 
from this. Ideally, such a case needs to be compared with known features of comparable cases, in 
terms of both similarities and contrasts. In poorly understood areas, even a single rich case study 
can add to our overall understanding of the design, deployment and use of interactive technologies. 
But most qualitative HCI studies involve at least ten participants.

It would be great to have more reliable ways of planning numbers of participants. In quan-
titative research, there are tools to help calculate the power of a study, from which it is possible to 
calculate how many participants are needed to achieve statistical significance if the hypothesised 
relation between dependent and independent variables holds. Fugard and Potts (2015) have tried to 
extend this style of reasoning to qualitative studies; however, they are forced to make so many sim-
plifying assumptions about the nature of the study and of the data that there are very few situations 
in which their tool might be reliably applied for exploratory studies. In particular, it is generally 
difficult to anticipate what themes will be of interest when planning an exploratory study, and how 
those themes will relate to each other.

In summary, there are qualitative approaches where it is useful to plan the number of par-
ticipants ahead of time, but for most semi-structured qualitative studies this can only be done very 
roughly and it will have two main drivers to choosing the number of participants: theoretical aims 
and pragmatic constraints, as discussed above.
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3.5	 SUMMARY AND CHECKLIST: RECRUITING PARTICIPANTS
Like the director and filmmaker, you have to decide where to gather data and from whom. You 
should do your best to create the conditions in which the data that is gathered is likely to be of 
high quality. When planning a study, it is important to consider recruitment and relationship man-
agement. Throughout, it is important to remain aware of participants’ motivations for participating, 
and the potential benefits and disadvantages they might perceive from doing so. When dealing with 
sensitive topics where people may have reasons for sharing or withholding certain information, or 
for behaving in particular ways, it is also important to be aware of motivations and their possible 
effects on the data that is gathered. It is particularly important in these cases to review your data 
gathering techniques to maximise the likelihood of gathering valid data and to reflect on the quality 
of your data and the implications for your findings.

Checklist B summarises considerations relating to recruitment.

Checklist B: Recruiting participants
Resources and 
constraints

What is the approach to sampling participants? What are inclusion and ex-
clusion criteria?
Where will the study take place?
Are advocate(s) within the study setting required? How will they be identi-
fied and engaged?
How will participants be recruited?
Where and when to work with participants during the process of data gath-
ering, and how (or whether) to engage with them more broadly from the 
start to the end of a study.

Ethical 
considerations

Are there important ethical considerations that need to be addressed (e.g., 
vulnerable participants)?
How will participants benefit from participation?
What will participants be told about the study when giving informed 
consent?
How will participants be reassured their data will be treated confidentially?
How will participants be debriefed about the study once it is completed?

3.5 SUMMARY AND CHECKLIST: RECRUITING PARTICIPANTS
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GETTING FOOTAGE

CHAPTER  4

Gathering Data

Once overall decisions about the focus of the documentary and the locations 
for filming have been made, it is time for the film crew to gather footage. As 
anyone who has watched behind-the-scenes accounts from wildlife documen-
taries will know, the gathering of footage requires a variety of techniques, from 
filming sequences with the narrator on location to using powerful long lenses 
or specialist cameras, e.g., for underwater shots. Sometimes things do not go 
according to plan, such as when the subject of the documentary fails to show 
up or attacks the camera, and rapid re-planning is needed. Conversely, at other 
times, unanticipated, delightful things may happen, such as capturing a very rare behaviour or in-
teraction between animals. The same can be true of qualitative data gathering: it may be valuable 
to apply complementary techniques to obtain richer data that yields deeper insight. There will be 
moments of surprise and delight, but there will also be times of frustration and challenge, when 
things do not go according to plan and there is a need to improvise or change direction.

The analyst can only work with the data that is collected. Therefore, it is important to gather 
the best possible data, working within the resources of the project. The most common techniques 
for gathering data are discussed below: observation, semi-structured interviews, think-aloud, focus 
groups and diary studies. The increasing focus on the use of technologies while mobile, in the 
home, and in other locations are leading to yet more ways of gathering qualitative data. As Rode 
(2011, p.123) notes: “as new technologies develop, they allow new possibilities for fieldwork—re-
mote interviews, participant-observation through games, or blogs, or virtual worlds, and following 
the lives of one’s informants via Twitter.” The possibilities are seemingly endless, and growing. 
The limit may be the imagination of the research team. We have chosen to focus on established 
techniques because they are the most widely used, and because many of the same basic skills are 
required for more novel methods exploiting new technologies.

Whatever method(s) of data collection are employed, it is wise to pilot test them before 
launching into extensive data gathering. This is to check that the data gathering is as effective as 
possible and to ensure that the resulting data can be analysed as planned to address the purpose of 
the study. If the study design is highly iterative then it is important to review the approach to data 
gathering before every data gathering episode, e.g., as described using GT (Chapter 6).
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4.1	 THE ROLE OF THE RESEARCHER
Before presenting an overview of methods for gathering data, we will briefly review the roles of the 
researcher, in particular, their relationship with participants. Are they more like a “fly on the wall” 
that does not impact the participant or situation, or are they more like an active participant in the 
situation that does influence the context?

Some kinds of studies, such as diary studies and think-aloud studies, typically involve little 
engagement between the researcher and participant. Once these types of studies are initiated the 
researcher is reliant on having designed it well and on participants providing data as anticipated. 
Good pilot testing is advised! Such studies are relatively easy to describe in terms of how partici-
pants were instructed. Interventions by the researcher may be planned, and may nudge data gath-
ering. However, on the whole, the approach does not evolve significantly during the study, and the 
role of the researcher is limited. For example, it is likely that substituting one researcher for another 
would have little effect on what data is gathered. Arguably, the same is true of relatively structured 
interview and observational studies. However, it is important to be aware of, and reflect on, the 
potential effect that data gathering may have on participants’ behaviour. 

In many documentaries it is apparent that the subjects’ behaviour is influenced by the pres-
ence of the camera. Similarly, many subscribe to the view that it is not possible to conduct a study 
of a situation without both influencing and being influenced by that situation. Being observed 
influences participants’ behaviour. The researcher’s challenge is to limit the influence of data gath-
ering on the data that is gathered. Like “fly on the wall” documentaries, some observational studies 
involve the researcher trying to minimise the effect of their presence on the activity being observed 
by avoiding asking questions. Then, for some studies, it may be a reasonable approximation to as-
sume that the presence of the researcher has little influence on the data that is gathered. However, 
it is important to reflect on the likelihood that observational factors such as the Hawthorne effect, 
in which participants were found to perform better when being observed (Roethlisberger and Dick-
son, 1939), might have an impact on findings.

In interviews, the influence of the researcher is likely to be smallest when the interview 
is structured. While it is arguably impossible (perhaps even undesirable) to remove all traces of 
researcher influence from a study, it is possible to approach a piece of research with the intention 
to remain as open and unbiased as possible in order to minimise the influence of the researcher. 
For example, if the purpose of the study is to understand how a particular group of professionals 
use technology to support their working practices and the implications for design, the researcher 
may decide to observe the use of a broad range of technologies rather than restrict participants to 
using particular technologies. They might decide to observe with minimal intervention rather than 
ask questions. For example, in our study of how ambulance controllers use technology to maintain 
awareness of the situation, both within the control room and in the outside world of ambulances 
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and incidents (Blandford and Wong, 2004), it seemed reasonable to assume that the way we related 
with study participants had little influence on their performance as professionals. 

More active participation brings the researcher into the frame, and increases their influence 
on the data being gathered. This is most obvious in studies involving action research, in which the 
researcher is intentionally intervening and working with participants to assess the effects of inter-
ventions on perceptions, processes, and outcomes (Kock, 2013). It is also likely to be the case where 
the researcher acts as a participant observer, playing an active role within the study context, and 
to a lesser extent in approaches such as Contextual Inquiry (Holtzblatt and Beyer, 2013), which 
bring the researcher into the observation/interview space, though data gathering is still shaped 
mainly by the activities being performed (see Chapter 6). In our think-aloud observations of how 
professionals interact with information (Makri et al., 2008a; Makri and Warwick, 2010) we took a 
more active role than is usual in think-aloud studies. Here, we not only wanted to understand what 
professionals did when interacting with information, but also why they did what they did. We asked 
probing, opportunistic questions such as “what did you just do?” and “why did you click there?” 
While we cannot be certain that this did not influence participants’ behaviour, we did not find any 
evidence of influence, e.g., changes in behaviour as a result of our questioning.

In some studies, the researcher and their relationship with participants is central to the re-
search process. This relationship can have a strong influence on what information is shared with 
participants, how it is shared by participants, how it is interpreted by the researcher, and how it 
is reported. For example, Rode et al. (2004) discuss their approach of exploring families’ use of 
programmable technologies in the home by using fuzzy felt props as being “provocative,” aiming 
to establish “rich dialog” with participants. They describe the props as being effective mediating 
representations to support the conversation about programmable devices in the home to give a rich 
contextual understanding of use.

Semi-structured interviews inevitably bring in the interests of the researcher as well as the 
participant. To pretend that they are purely objective is to downplay the individuality of each 
researcher and the relationship between researcher and participant. The interview is a dialogue be-
tween people. Where the interview strays into potentially sensitive areas, such as negative feelings 
around technology use, it may even be unethical to remain artificially detached from the setting. In 
such situations, it is impossible to substitute one researcher for another without further changes. 
The researcher is shaping the conversation and the data that is gathered, and the extent of that 
shaping should be recognised and reported transparently and unapologetically.

Where the topic is one that participants might be sensitive about, it can sometimes help to 
have pre-existing common ground between the researcher doing data gathering and the participant, 
e.g., being of the same sex or a similar age. An example might be intimate health issues that are 
important for the design of some health behaviour change technologies and interactive medical 
devices. Where multiple researchers are available, this might mean matching them well to partic-

4.1 THE ROLE OF THE RESEARCHER
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ipants. Where there is a single researcher, it might mean reviewing the purpose of the study to be 
sure that data gathering is likely to be productive.

While the researcher may be an expert in HCI (or similar), it is the participants who are 
experts in their work and in living their lives; they may not always understand the details of the 
technologies that they use, but they have the greater understanding of their own situations and their 
needs. This differential expertise is at the heart of qualitative HCI studies. We normally recommend 
taking an apprentice stance during fieldwork (Beyer and Holtzblatt, 1998) but we have experienced 
situations where this has not felt appropriate. For example, while doing observational work on a 
ward we heard a complaint by a doctor that a device’s alarm could neither be silenced nor turned 
down. The nurse said she had tried everything to turn the volume down but it did not work. Curious 
as to what the problem was and dissatisfied with the response because of the effect on the patient 
who was critically ill, we decided to help rather than just observe. The device’s volume button alone 
only operated the pulse volume, while holding down the alarm silence button for three seconds 
and then using the volume controls operated the alarm volume, which the nurse did not know. We 
had to be sensitive in how we raised this issue with the nurse, as our expertise in interaction design 
challenged her position (Furniss, 2014). 

It is also important to remember that participants may have an interest in the research and its 
outcomes after their participation in a study. In the short term, it may be important to manage their 
expectations where those expectations are unrealistic, e.g., of having a fully functioning new system 
within a few months. In the longer term, it is a courtesy to offer to keep participants and others who 
facilitate research informed of the outcomes of the research, though not all will want this.

In the following sections, we summarise the most common approaches to gathering data in 
qualitative HCI studies.

4.2	 OBSERVATION
Put simply, observation involves watching and noting what happens, and usually takes place in the 
situation where the technology of interest is or will be used. The focus may be on work or leisure 
activities, and how the technology supports, hinders or otherwise shapes them, or on people’s in-
teractions with the technology. Observation is often complemented by interviews, e.g., Contextual 
Inquiry, described in Chapter 6. There are many possible forms of observation, and many dimen-
sions on which observational studies may vary, including:

•	 The extent to which participants are aware they are being observed. Covert obser-
vation is unusual in HCI, but there are exceptions. In interaction labs there is often a 
one-way mirror to allow observation of participants. Participants are usually told they 
are being observed but they cannot see who is behind the mirror. Covert observation 
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and one-way mirrors are also used in simulation labs, e.g., mock-up hospital operating 
theatres or home spaces. 

•	 The extent to which obtaining informed consent is necessary for the observation. In 
some situations, it may not be feasible to seek infomed consent, such as when observ-
ing group interaction behaviour in public spaces. But it is still possible to let people 
know you are observing them by putting up signs, giving out leaflets, etc. If some peo-
ple do not want to take part, you should delete any data that includes them. It is also 
essential to get permission from the owner of the space to conduct the observation.

•	 The extent to which the observer becomes a participant in the situation being ob-
served. As discussed above, sometimes observers try to be unobtrusive; at other times 
they are clearly present in the situation. In action research (Chapter 6), where the 
researcher is intervening and assessing the effects of the intervention, the researcher 
is a key participant. In other situations, the researcher may minimise their active en-
gagement, particularly if they are studying expert work in a domain which they have 
limited knowledge of.

•	 How realistic the environment in which observation takes place is. While many ob-
servational studies take place in the workplace, some take place in specially designed 
simulation laboratories (e.g., where there might be safety implications of working in 
the real environment), in specially instrumented “smart homes” (e.g., when studying 
how people interact with novel home technologies) or in laboratory settings (e.g., 
when studying people’s interactions with a novel computer interface). 

•	 Whether the observation is of established systems to support requirements gath-
ering and understanding people’s needs for new systems, or whether it involves an 
intervention such as the introduction of a novel technology. When new technology is 
introduced, the ways that people interact with that technology, or the way it changes 
their behaviour, is likely to be the focus of the observation.

•	 How structured the observation notes are. For some studies, where the objects of 
interest are clearly defined, observation notes may be highly structured and systematic; 
where the study is more broad or exploratory, notes may include sketches and notes 
of various aspects that relate to the research question. In some studies, other forms of 
data capture may supplement the researcher’s notes, e.g., audio recording, still photos 
or video.

In summary, there is no single right way to conduct an observational study. The study design 
should be appropriate to the study aims, but it is also likely to be shaped by the expertise of the 

4.2 OBSERVATION
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researcher (e.g., to what extent they can meaningfully participate in the situation), the structure 
and culture of the situation being observed, the resources available and even the personality of the 
researcher (e.g., what they feel comfortable observing). Furthermore, the way a study is conducted 
will often evolve over time as the researcher develops an understanding of the context and an ability 
to participate constructively in it.

Planning an observational study involves several steps. The first is to select the setting(s) for 
observation. Just as participants for an interview study are recruited based on selection criteria, so 
settings for observation are chosen based on their suitability for addressing the research questions, 
and this might involve elements of convenience as well as objective suitability. For example, for his 
MSc project (Rajkomar and Blandford, 2012), Rajkomar aimed to investigate the use of infusion 
pumps, which deliver intravenous medication, in intensive care. Negotiating access through our 
nearest hospital turned out not to be too difficult, so we did that; we are aware that the resulting 
analysis may only apply to the one hospital setup, but we did our best to present our method and 
findings in sufficient detail that they could be replicated in other healthcare settings to assess their 
generalisability. We return to the topic of generalisability in Chapter 8.

Another step is to determine what is to be documented in each observation. It is not pos-
sible to observe everything so some focus is needed. This focus may be shaped by extant theory 
and by the research question. For example, we have tested and extended DCog in several studies 
(Rajkomar and Blandford, 2012; Furniss et al., 2015; Rajkomar et al., 2015). Given a focus on the 
design or use of a particular technology, it is likely that an HCI study will focus on user interactions 
with that technology, or on the broader system of work that they are situated in.

It is also necessary, as discussed above, to agree on the role of the observer within the study 
setting. Most perspectives on research study the situation as an outsider looking in. Participant ob-
servation and action research involve the researcher playing a more active role in the context while 
also studying it. These research approaches are discussed in Chapter 6.

In any observational study, data needs to be gathered, through note taking, perhaps audio, 
image and video recording, and maybe from existing documentation. It may also be necessary to 
refine the focus of the study. For example, when studying the work of ambulance control and the 
role of technology within this, we came to recognise that situation awareness, and the ways in which 
the work system and technology supported it, was an important theme. As well as continuing to pay 
attention to their interactions with their information systems, we developed a more detailed focus 
on how the ambulance dispatchers maintained situation awareness and how the systems they were 
working with supported this (Blandford and Wong, 2004).

Whatever is observed, it is important that detailed notes are taken and that correspond-
ingly detailed digital data is recorded so that analysis results in a rich and insightful description 
of the situation.
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4.3	 THINK-ALOUD
In some forms of observation, the researcher is clearly present, shaping the data gathering through 
the questions they ask; in contrast, in a traditional think-aloud study the researcher retreats into the 
background. Think-aloud involves the users of an interactive system articulating their thoughts as 
they work with that system. Think-aloud studies typically focus on the interaction with a particular 
interface, and so are well suited to identifying strengths and limitations of that interface as well as 
the ways that people undertake their tasks using the interface. Think-aloud is most commonly used 
in laboratory-based usability studies, but also has a valuable role in situated studies; for example, our 
observations of how lawyers interact with information on the Web (Makri et al., 2008a) involved 
the lawyers thinking aloud so that we could better understand their interactive behaviour and their 
rationale for that behaviour.

There are two important aspects of preparing participants to think aloud. One is instructing 
them in how to think aloud: participants might tell the researcher what they are doing while in-
teracting with a system; it is more important that they should provide a “stream of consciousness” 
on what they are thinking. Depending on the focus and scope of the study, participants might be 
encouraged to focus their think-aloud verbalisations primarily on the interface and their interac-
tions with it, or primarily on the broad work they are undertaking. It is often helpful for people 
to practice thinking aloud using another system before starting data gathering, particularly if the 
focus of interest is on their reactions to a new interface, so that by the time they start using it they 
are comfortable with thinking aloud.

The second aspect of preparation is what tasks people are instructed to complete. When 
gathering data for a qualitative study, it is most common to ask people to simply do their work 
while thinking aloud (this is obviously not a suitable approach to take if that work involves talking 
or interacting with other people!). For example, in several of our studies of how people interact with 
information (e.g., Makri et al., 2007; Makri et al., 2008a; Makri and Warwick, 2010), we have asked 
participants to choose their own tasks. These think-aloud studies were naturalistic in the sense that 
the tasks were intended to be as realistic as possible in an observational setting. As most of our 
participants were students, they would typically choose to find information for their dissertations. 
Practicing lawyers typically chose tasks that involved finding information related to a case they were 
working on. In other studies of information interaction, we have given specific tasks to users; for 
example, when we compared the support for exploratory search provided by three different search 
interfaces (Diriye et al., 2010), one of the specific tasks we set was for users to find a web page on 
human trafficking. Specific tasks are also often given to users when think-aloud is used for usability 
or user testing, or for studies of cognition. However, this is outside the scope of this book.

Thinking aloud does not come naturally to everyone, so participants may sometimes fall 
silent. When this happens, asking “what are you thinking?” or similar can be useful for prompting 
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them to resume thinking aloud (without being too abrupt a reminder). Sometimes participants may 
be unusually chatty, which may distract them from the task(s). When this happens, politely steer 
the participant back to the task.

In traditional think-aloud approaches (e.g., Boren and Ramey, 2000; Ericsson and Simon, 
1984), it is recommended that researcher interventions are kept to a minimum in an attempt to 
avoid the interventions changing what users subsequently say or do as they continue to interact 
with the system. However, Nørgaard and Hornbæk (2006) found that, when conducted in practice, 
think-aloud studies did not do this. While this can be viewed negatively, this need not necessarily 
be the case; in think-aloud studies aimed at understanding users’ interaction behaviour and their 
rationale behind this behaviour, asking questions can be more useful than staying silent. McDonald 
et al. (2015) found that the most useful types of intervention a researcher can make during a think-
aloud observation are those that sought participant explanations and opinions. Interventions aimed 
at seeking clarification about participants’ actions were found to be less useful. The decision on 
whether, how and how often to intervene in a think-aloud study should be made by referring back 
to the purpose of the study and, ultimately, by asking oneself, “are the benefits of intervening in this 
way likely to outweigh the drawbacks?” Piloting the study allows the researcher to find out, and to 
amend their approach if necessary. As with most other data gathering techniques, there are many 
different ways to go about gathering data, and these are shaped by the interests of the researcher, the 
purpose of the study and the practicalities of the situation. Olmsted-Hawala et al. (2010) outline 
and compare several different think-aloud protocols that you may want to consider.

4.4	 SEMI-STRUCTURED INTERVIEWS
While think-alouds are often effective ways to gather verbal data from participants about per-
ceptions and use of technology, they are only possible when people do “work” in a fixed place and 
already have access to the technology of interest. When “work” is mobile, or when the focus is on 
people’s perceptions rather than their actions, or infrequent events that are hard to observe, inter-
views (discussed in depth by Portigal, 2013) are often a more appropriate way of gathering data.

Interviews may be more or less structured; a completely structured interview is like a ques-
tionnaire in that all questions are pre-determined, although a variety of answers may be expected; 
a completely unstructured interview is more like a conversation, albeit one with a particular focus 
and purpose. Semi-structured interviews fall between these poles, in that many questions (or at least 
themes) will be planned ahead of time, but lines of enquiry will be pursued within the interview to 
follow up on interesting and unexpected avenues that emerge. 

Interviews are best suited for understanding people’s perceptions of and experiences with 
technology. People’s ability to self-report facts accurately is limited; for example, in one study 
(Blandford and Rugg, 2002), we asked participants to tell us how they completed a routine task, 
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and then to show us how they completed it. The practical demonstration revealed many steps and 
nuances that were absent from the verbal account: these details were taken for granted, so obvious 
that participants did not even think to mention them.

It is important to prepare carefully for interviews. One key step is recruiting suitable partic-
ipants (discussed in the previous chapter). Another is planning the interview carefully (Arthur and 
Nazroo, 2003). Even though semi-structured interviews are less formal than structured ones, they 
are more than coffee shop chats: they have a purpose, and you will typically plan to cover several 
topics that address that purpose. This plan is called a topic guide, semi-structured interview script or 
interview guide. It should list topics to cover, and may include examples of possible questions that 
might be asked, or adapted. It can be useful to have prepared important questions verbatim—not 
because the question should be asked rigidly as prepared, but that it gives one way of asking it. This 
is particularly valuable if the researcher’s mind goes blank during the interview. The topic guide 
should also serve as a plan for the interview, providing a logical order for covering topics. In prac-
tice, participants may introduce topics earlier than you plan, so the plan may change substantially. 
The overall plan for an interview would typically have the following structure:

1.  Opening the conversation: It is important to put participants at their ease early on, and 
to assure them that they have expertise and experiences that you wish to understand.

2.  Introducing the research: This involves ensuring that the participant is aware of the 
purpose of the research, and has given informed consent and understands their right to 
withdraw. It is also important to check whether they are happy to have the interview 
recorded.

3.  Beginning the interview: The early stages usually focus on gathering background facts. 
This might include details about the participant’s job or technology use. This can help 
with putting participants at their ease as well as contextualising the rest of the interview.

4.  During the interview: The body of the interview will be shaped by the themes of inter-
est for the research. HCI interviews are likely to involve participants focusing on issues 
surrounding the usability, usefulness and use of technology. These are likely to be topics 
they do not consider in such depth in their everyday lives; for many people, technology 
design and use are not the focus of their attention, except when it goes wrong. It can be 
helpful to have access to the technology during the interview, if this is possible.

5.  Closing the interview: Participants should be given the chance to add anything else 
they want to say—e.g., on closely related topics, or things they forgot to say earlier. Many 
participants think of additional things to say once the recorder is off, and these may be 
noted. At the end, participants should be thanked and told what will happen next with 
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the data they provided. For example, the interview data may be used to inform future 
technology design. Participants are often glad to contribute to studies that aim to im-
prove the technology they work with.

When interviewing, it is important to avoid leading questions and to make sure all questions 
are clear and succinct. It is often effective to employ a variety of strategies for questioning, includ-
ing the use of broad and narrow questions. Try to use open rather than closed questions to invite 
detail. A useful technique for probing more detail is to echo the participant’s words. For example, 
if the participant says, “I wish the information on this screen was clearer” and then goes silent, the 
researcher might say, “you wish the information was clearer?” This can invite the participant to 
provide more detail while demonstrating that the researcher is listening.

Within the core phase of interviewing, one technique to help with recall is the use of ex-
amples, asking people to focus on the details of specific incidents rather than generalisations. For 
example, the critical incident technique (Flanagan, 1954) can be used to elicit details of unusual and 
memorable past events. In the context of HCI, this might include times when a technology failed 
or when particular demands were placed on a system. A variant of this approach is the Critical 
Decision Method (Klein at al., 1989). In brief, this approach involves working with participants to 
reconstruct their thought processes while dealing with a problematic situation that involved work-
ing with partial knowledge and making difficult decisions. The Critical Decision Method helps to 
elicit aspects of expertise that are particularly well suited to studying technology use in high-pres-
sure environments where the situation is changing rapidly and decisions need to be made, such as 
control rooms, operating theatres and flight decks.

When exploring future design possibilities, it is often useful to be very “grounded” to get at 
critical details that need to be understood for interaction design. Figure 4.1 shows some example 
questions that we devised for understanding women’s needs for a decision support tool for making 
choices about contraception.
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ºº Think back to the most recent (or the first) time you had to make a choice about contra-
ception.

ºº What was it that caused you to review your choice of contraception?

ºº Talk me through how you made the decision: who did you talk with about it? What 
sources of information did you consult? Did you look online for information? Did you use 
any online tools to help you make a decision? Do you remember which ones?

ºº [If they used online resources]: What features of the resources did you find particularly 
helpful [ideally focusing on named resources if they can remember them]? Were there 
things they could have done better, or features that you’d have liked that weren’t available?

ºº If you look ahead to the future, what do you think might prompt you to review your choice 
of contraception?

ºº Can you imagine any new kinds of online resources or apps that you’d like to see to help 
you make an informed choice? What might they be like?

Figure 4.1: Example questions to probe past experiences for the design of a future contraception deci-
sion support tool.

When planning for the design of future tools, it is important to understand the contexts in 
which people might choose to use them. To make the situation “real” for people, it is often effective 
to present detailed scenarios of use and invite people to critique them. An example from the same 
study is shown in Figure 4.2.

4.4 SEMI-STRUCTURED INTERVIEWS
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Imagine the following situation:
At your local chemist, they’ve installed a small, discreet booth (it looks a bit like a photo 

booth, except that it has neither photos nor signage on the outside) near the pharmacy counter. 
When you visit the chemist (for whatever reason), the shop assistant tells you that the booth is 
available for you if ever you wish to review your method of contraception, and hands you a short 
leaflet describing the decision support tools that you can access in the booth and inviting you to 
try it out. You step inside and draw the curtain. There, you find an interactive display that allows 
you to explore the benefits and limitations of a wide range of contraceptive methods, to express 
your values, to explore myths and truths about different methods, and to print out information 
about the methods you find most interesting, together with details of how to get access to each 
of those methods or where to go if you wish to discuss the options further. You spend about 10 
minutes in the booth. When you step outside, you notice a couple of other women hovering 
around, apparently waiting to try out the booth for themselves.

Could you imagine yourself doing this? What would prompt you to make use of such a resource? 
Would you feel comfortable about it? Would it be something you’d find a positive experience? Would it 
give you more confidence in your decision? How could it be improved?

Figure 4.2: Example scenario from a study that focused on the design of a future contraception deci-
sion support tool.

Not all HCI studies are heavily directed towards informing design: some focus more on un-
derstanding people’s experiences with technology, or on constructing models of technology use in 
practice. Charmaz (2014) describes an intensive interview as a “directed conversation.” Her focus is 
on interviewing within GT, and on eliciting participants’ experiences. She emphasises the impor-
tance of listening, of being sensitive, and of encouraging participants to talk, of asking open-ended 
questions and not being judgmental. Although the participant should do most of the talking, the 
interviewer will shape the dialogue, steering the discussion towards areas of research interest while 
attending less to areas that are out of scope. She emphasises the “contextual and negotiated” (p. 71) 
qualities of an interview: that the interviewer is a participant in shaping the conversation. Therefore, 
it is often important to reflect on the interviewer’s role when analysing the data and reporting the 
outcomes of a study.

Legard et al. (2003) present two views of in-depth interviewing. One starts from the premise 
that knowledge is “given” and that the researcher’s task is to dig it out. Although they do not use 
the term, this is in a positivist tradition. The other view is an interpretivist one, i.e., that knowledge 
is negotiated through the conversation between interviewer and interviewee. We describe these 
contrasting traditions in Chapter 6. Legard et al. emphasise the importance of building a relation-
ship, noting that the interviewer is a “research instrument,” but also that researchers need “a degree 
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of humility, the ability to be recipients of the participant’s wisdom without needing to compete by 
demonstrating their own” (p. 143). Some have introduced other instruments to complement how 
the interview and conversation is handled. For example, Blythe and colleagues used sketches and 
artwork as “tickets to talk” and “tickets to be silent” for people in a residential care home (Blythe 
et al., 2010). These acted as excuses to talk and afforded more comfortable silences within a shared 
space respectively. These metaphorical tickets could suit engagement with groups that are vulner-
able, different from ourselves, and when discussing potentially sensitive non-work-related issues.

4.5	 FOCUS GROUPS
Focus groups (e.g., Krueger and Casey, 2014) may be an alternative to interviews. However, they 
also have important differences. The researcher typically takes a role as facilitator but the main 
interactions are between participants, whose responses build on and react to each others’. The 
composition of a focus group can have a great effect on the dynamic and outcome in terms of 
data gathered. Sometimes a decision will be made to gather data through focus groups to exploit 
the positive aspects of group dynamics; at other times, the decision will be more pragmatic. For 
example, Adams et al. (2005) gathered data from individual practicing doctors through interviews, 
because these people typically had their own offices (a location for an interview), but also had 
very busy diaries, so that each interview had to be scheduled for a time when the participant was 
available (and many had to be delayed or rescheduled due to the demands of work). However, they 
gathered data from trainee nurses through focus groups because these people formed a cohort who 
knew each other reasonably well, and who often had breaks at the same time, so it was both easier 
and more productive to conduct focus groups than interviews.

Planning for a focus group has many similarities with planning for interviews, except that 
all people in the group need to be introduced, that questions cannot reasonably be so detailed or 
personal and that topics should be presented in a way that encourages open discussion between par-
ticipants. It is usually a good idea to establish and agree to some rules at the beginning of the focus 
group to ensure that people are willing and able to express their views. For example, participants 
might be encouraged to take turns in speaking and to encourage others to speak so that everyone 
has a say. It is also useful to reassure participants that their views will remain confidential. Towards 
the end of the focus group, it is useful for the researcher to sum up key themes that arose to check 
that participants agree with the summary.

An important purpose of HCI focus groups is often to understand people’s experiences with 
an existing technology and to elicit requirements for new or improved technology. Traditional HCI 
approaches such as personas and scenarios can be useful in supporting these types of focus groups. 
For example, when we were at the early stages of designing a “semantic sketchbook” mobile app 
that aimed to support users in making connections between people, places and information on the 
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Web, we ran a focus group with potential users of the app to elicit their requirements. In the focus 
group, we presented several personas and scenarios to illustrate potential uses of the app and then 
asked questions based on them. For example, one of the personas, Richard, was invited to provide 
the app with access to his calendar (in order for the app to suggest places he might want to visit 
when he was already in a particular area). We asked the focus group participants what would en-
courage and discourage them to provide the app with access to their calendars. While we received 
a variety of responses, we were able to converge on a consensus that nothing would completely 
reassure participants. We therefore decided against supporting this functionality in our subsequent 
designs. The personas and scenarios helped participants to better understand the implications of 
proposed design features.

4.6	 DIARY STUDIES AND AUTOETHNOGRAPHY
Diary studies enable participants to record data in their own time, at particular times of day or when 
a particular trigger occurs. Diary entries may be more or less structured; for example, the Experi-
ence Sampling Method (Csikszentmihalyi and Larson, 2014; Consolvo and Walker, 2003) requires 
participants to report their current status in a short, structured form, often on their smartphones, 
whereas video diaries may allow participants to audio-record their thoughts, with accompanying 
video, with minimal structure. Kamsin et al. (2012) investigated people’s time management strat-
egies and tools using both interviews and video diaries. While interviews gave good insights into 
people’s overall strategies and priorities, the immediacy of video diaries delivered a greater sense of 
the challenges that people faced in juggling the demands on their time and of the central role that 
email plays in many academics’ time management. As an alternative to a video diary, it is possible 
to ask participants to capture their own images related to the focus of the research study, e.g., on 
their smartphones. These images can act as prompts for later interviews (e.g., Kindberg et al., 2005), 
where the researcher can ask participants for details about the images and why they were taken.

When planning a diary study, it is important to prepare clear instructions for participants, 
and to pilot test them with a few volunteers to make sure that they are not open to misinterpreta-
tion. When recruiting people to a diary study, it is common to plan an initial interview to introduce 
participants to the study and allow them to answer any questions they may have, and a debriefing 
interview to enable participants to reflect on their experiences and discuss the data in more detail. 
It is also often useful to recruit more diary study participants than you think you will need, as some 
will inevitably drop out or not record data as regularly as required.

Another approach that has been used occasionally to better understand user experience, 
particularly with mobile and personal devices, is autoethnography (Ellis et al., 2011; O’Kane et al., 
2014). This is a form of diary study where the diary is kept by the researcher to record their experi-
ences of living with a particular technology. For example, O’Kane “lived with” a wrist blood pressure 
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monitor used by people with conditions such as hypertension. While a single person’s experience 
cannot be considered representative of a broader population, it can be an excellent starting point. 
O’Kane et al. (2014) note that autoethnography can be a useful first step in user research as it can 
provide in-depth data and fresh insights that might help in planning subsequent studies with other 
participants.

Figure 4.3: Exemplar photos from an autoethnography (O’Kane et al., 2014), illustrating different 
contexts in which the researcher found herself measuring her blood pressure (a dark place, a wash-
room, an airport lounge, a restaurant, a café). Images courtesy of Aisling Ann O’Kane. Far left image 
from O’Kane et al. (2014). Used with permission.

4.7	 WORKING WITH EXISTING SOURCES
There are some research questions that are best addressed by analysing existing sources. For exam-
ple, reviews of mobile apps can provide an overview of what certain people think of the app, and 
published games reviews can provide insights into what features matter to games reviewers (Calvil-
lo-Gamez et al., 2008). When working with existing textual sources, it is important to understand 
the limitations of those sources. Without knowledge of the authors or the ability to ask further 
questions, you are limited to the data as presented. It is also important to determine criteria for 
including and excluding particular text and to apply those criteria rigorously and transparently. For 
example, Rubin et al. (2010) analysed blog posts on Google Blog with a focus on finding potential 
examples of serendipity (“happy accidents”). They analysed only those blog posts that included one 
of several defined phrases in the blog text, e.g., “I had an aha moment” or “discovered…by accident.”

Another useful source of data can be videos (e.g., from YouTube), particularly when there is 
existing data for contexts that may be hard to access, such as people’s homes. For example, Paay et al. 
(2015) discuss the use of existing video material to study people’s interactions while cooking. Sim-
ilarly, Blythe and Cairns (2009) draw on user-generated content (particularly YouTube resources) 
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to present an analysis of people’s responses to a new smart phone, exploring the use of different 
analysis methods (the theme for the following chapter) to draw out insights from the data.

Figure 4.4: There are many different semi-structured qualitative methods and techniques that can be ad-
opted and adapted to good effect. Different methods will be more or less suitable for different purposes.
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4.8	 SUMMARY AND CHECKLIST: DATA GATHERING
Researchers want to gather the most appropriate and best quality data that they can, so that 

the next stage (analysis) delivers valuable findings. 
Checklist C summarises some of the issues that need to be considered when gathering data.

Checklist C: Data gathering
Techniques for 
data gathering

How will data be gathered (interviews, observation, etc.)? 
How will it be recorded?
If multiple methods are to be used, how will they be sequenced and coordi-
nated (see Chapter 6)?
What role (if any) will theory play in data gathering? 
What protocol will be used for observations? What script will be used for 
semi-structured interviews? What participant instructions will be given for 
think-alouds?
How will data gathering be timed, e.g., to sample particular kinds of activity?
What is the likely relationship between interviewer and participant, and how 
is this likely to affect the data that is gathered?
[Reflect:] Is the proposed data gathering method appropriate to the purpose 
of the study?
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CHAPTER  5

Analysing Data

Once the film footage has been gathered, then the editor’s job is to organise 
and structure the footage to give a clear narrative and take-home message (jour-
nalists often call this the “angle” of a narrative). In ethnographic documentary 
making the specifics of the narrative are undecided until the footage has been 
reviewed, i.e., the themes emerge from the raw materials. The same is true of 
data analysis. This involves several iterations through the data to reorganise and 
structure it. In this chapter, for simplicity, we consider analysis independent of 
data gathering; in Chapter 6 we discuss interleaving of these activities.

5.1	 FROM BUCKETS TO CAUSAL NARRATIVES: DIFFERENT 
APPROACHES TO CODING AND ANALYSING DATA

Most data for semi-structured qualitative studies (SSQSs) exist in the form of field notes, audio 
files, photographs and videos. The first step of analysis is generally to transform these into a form 
that is easier to work with, e.g., transcribing audio, annotating or coding video. This may be done at 
different levels of detail, e.g., selectively transcribing text that is directly relevant to the theme of the 
study through to a full transcription of all words, phatic utterances, pauses and intonations. Oliver 
et al. (2005) argue that the act of transcription has an important effect on the outcome of analysis; 
while this is undoubtedly true, the approach to transcription should be guided by the purpose of the 
study. For HCI studies, it is most common to transcribe all words, and often phatic utterances (ums, 
errs, etc.) but not pauses or intonations, as the focus of analysis is most commonly on articulated 
rather than more nuanced meaning. Some researchers choose to transcribe data themselves, as the 
very act of transcribing is a useful step in becoming familiar with the data and getting immersed in 
it. Making notes as you transcribe can enhance this. Others prefer to pay a good typist to transcribe 
data because this might get the transcription done more quickly and less painfully; it typically takes 
4–6 hours to transcribe an hour of audio.

An identifying feature of SSQSs is that they involve some form of coding of the data. This 
involves identifying units of data (e.g., single words, phrases, extended utterances, objects featuring 
in photographs, actions noted in videos, etc.) and giving these useful descriptors or labels. Abstract 
codes help spot themes and patterns in the data. Coded units can be compared and contrasted to 
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construct an analytical narrative based on the data. Grounded Theory and Thematic Analysis (as de-
scribed below) exemplify structured ways of coding data for analysis. All approaches to coding aim 
to help researchers organise their data in order to make sense of it, just like reorganising Scrabble 
letters can help players see words they may not have noticed previously (Figure 5.1).

Figure 5.1: Organising data can help with identifying patterns in that data.

The coding process often results in us seeing our findings from a new and more abstract 
perspective. Common activities in the coding process include:

•	 creating new codes; 

•	 renaming existing codes, e.g., when you find a more accurate, precise or elegant way of 
describing a code or when a new finding triggers you to re-think the scope of a code; 

•	 splitting codes, when you decide that a theme in the data is more usefully described 
as two distinct themes;

•	 merging codes, when you decide that two themes in the data are not as distinct as you 
previously thought and therefore combine them;

•	 creating hierarchies of codes, to help understand how the codes relate to one another 
and aid writing up. These code hierarchies can subsequently be used as headings and 
sub-headings to structure and explain your findings; and

•	 creating links between codes that are related in ways other than hierarchical. This 
can be enlightening and lead to a richer picture of the phenomena and system being 
studied. For example, attending to process could describe stages of a design process, 
how someone develops expertise, a user’s journey in discovering information, or com-
ing to terms with a disease. This contrasts with a hierarchical description which is 
restricted to linking categories to sub-categories, e.g., linking “user-testing,” “cognitive 
walkthrough,” and “heuristic evaluation” to “usability evaluation methods,” or linking 
“happy,” “sad,” and “frustrated” to “emotions.”

This final step can make the difference between a staccato set of paragraphs and a compelling 
account that makes sense of the data in a rich and revealing way.
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5.2	 A PRAGMATIC APPROACH TO ANALYSIS
So, you have some data. It might just be a couple of interview transcripts, or it might represent 
many hours of observational data. Where do you start with analysis? The following is an intention-
ally informal and practical description of one approach; more formal and detailed approaches are 
discussed later.

For manageable quantities of data, a pragmatic approach for “bottom-up” or “grounded” qual-
itative data analysis is to start with improvised tools such as colored pens and lots of notebooks, or a 
simple word processor file, and to do a first pass of approximate coding (either using the annotation 
feature or in a multi-column table). At that stage, it is not necessary to worry about consistency of 
codes; the aim is just to see what is in the data, what seem to be the common patterns and themes, 
and what are the surprises that might be worth looking at in more detail. You will typically focus 
on the sentence level. On a second pass through all the data, you can start to look systematically for 
the themes that seem most interesting or promising for analysis. If you have a large quantity of data, 
you might choose to copy-and-paste relevant chunks of text into a separate document organised 
according to the themes, without worrying about connections between the themes. If this is done, 
it is important to annotate each chunk with which participant it came from so that it is easy to 
retrieve the context for each quotation. It is important to review the whole corpus of data, not just 
these edited highlights, in subsequent stages of analysis. It is also important to step back to review 
the big picture periodically: are there patterns (e.g., groupings) in the codes, and are the detailed 
themes consistent with the overall narrative of the data? You iterate between detail and big picture 
to make sure that you are getting the details right while also getting the big picture coherent. The 
next step is to build a narrative within each of the themes. At this point, you may realise that there 
are other data that also relate to a theme that you had not noticed on the previous passes, so you 
might revise the themes and the narrative. The next step is to develop a meta-narrative that links 
the themes together into an overall story. At this point, some themes will be removed and others 
become the focus of attention; maybe you will realise that there is another theme in the data that 
should be part of this bigger narrative, so you may need to revise the narrative again, or even return 
to re-code some of the data. Repeat until done! Although this sounds chaotic, it should become 
highly systematic and rigorous in later stages. In the later stages you should be intimately familiar 
with the data, and with tiny nuances within it. For your chosen themes, you should be confident 
that all the data that relates to those themes have been taken into account, whether it clearly sup-
ports the argument or raises interesting contradictions. Where data seem to contradict emerging 
themes, it is important to understand why. It is likely that you have over-simplified your account, 
and that it needs refining. It is also important to be aware of the absence of data that you might 
expect. If a particular interview participant has not mentioned a theme that is clearly important to 
others, is that because the interview went off in a different direction or because that theme is really 
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not important to that participant? If the latter, then you clearly cannot claim that all participants 
agreed that the theme was important.

It can be easy to overlook nuances in the data. For example, several years ago, when we were 
studying how people interacted with health information, we identified an “information journey” 
(Adams and Blandford, 2005), with three main stages: recognising an information need; gathering 
information and interpreting that information. The important point (to us) was highlighting the 
importance of interpretation. The dominant view of information seeking at that time was that if 
people could find information then that was the end of the story. However, we found that an im-
portant role for clinicians is in helping lay people to interpret clinical information in terms of what 
it means for that individual. In later studies of lawyers’ information work (Makri et al., 2008a), we 
realised that there were two important elements missing from the information journey as we had 
formulated it. The first was information validation, and the second was information use. When we 
looked back at the health data, we did not see a lot of evidence of validation. It might have been 
there, but it was largely implicit, and rolled up with interpretation. However, now sensitised to it, 
we found a lot of evidence of information use. Of course people use the information they find, e.g., 
to manage their health conditions, but we simply had not noticed it because people did not talk 
explicitly about it as “using” the information. This is an example of conceptual refinement.

At some point, you relate the themes you have found to the existing literature. Where that 
point is will vary from study to study. In some cases, the literature review will have guided all the 
data gathering and analysis. In other cases, you think you have finished your analysis, realise that 
someone has already written a paper with similar findings to yours, utter a few expletives and re-
view what alternative narratives there might be in your data that are equally well-founded but more 
novel. Usually, it is somewhere between these extremes. Sometimes your findings may be related 
to existing literature you were not previously aware of or did not think would have important im-
plications for your findings. For example, in our study of how architects interact with information 
(Makri and Warwick, 2010), we found that they often encountered (stumbled upon) information 
they were not specifically looking for when searching Google Images. The information they stum-
bled upon often helped them to make creative design decisions, e.g., about how a particular building 
they were planning should look. This led us to examine and relate our findings to existing literature 
on “information encountering” (e.g., Erdelez, 2004) and on creativity and design (e.g., Shneider-
man, 2001). Although we had the choice of introducing the existing work in our literature review, 
we decided instead to relate our findings to this literature in the “discussion” section of our paper 
as we felt we could not have anticipated the importance of information encountering or creativity 
in our study, which aimed to understand architects’ broad information interaction behaviour rather 
than these particular aspects of it. The link to literature and theory is discussed in Chapter 6, and 
decisions about how to write up in Chapter 7. We discuss Thematic Analysis as an analysis method 
below, and Grounded Theory as a particular approach to qualitative research in Chapter 6.
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Figure 5.2: One of the challenges of analysing qualitative data is to pay special attention to the nuances 
and details of the data, but not get too lost, and then represent this data as a more abstract pattern or 
show some more higher-level insight. This means frequent engagement with details and abstractions.

5.3	 TOOLS FOR QUALITATIVE DATA ANALYSIS
If you only have a few hours of data to analyse, it is possible to keep track of it well with the in-
formal tools discussed above. When the dataset gets larger, this becomes impossible, and analysis is 
best supported by the use of a Qualitative Data Analysis (QDA) tool such as ATLAS.ti, MaxQDA, 
NVivo or Dedoose. Any tool creates mediating representations between the analyst and the data, 
allowing the researcher to organise and make sense of the data. Decisions about whether to use a 
QDA tool and which one to use may be based on prior experience, on the size and manageability 
of the dataset, on the availability of a constant Internet connection and on personal preference. 
One researcher may choose to use a set of tables in a word processor or to print it out and annotate 
with colored pens. Another might use sticky notes to create an affinity diagram where concepts are 
written out on notes, maybe using color to signify different kinds of concepts, and the notes are or-
ganised and re-organised into themes (e.g., Harboe et al., 2012). Digital QDA tools are particularly 
useful for helping researchers manage large bodies of data, where it would be difficult or impossible 
to organise the data manually. They are also useful for helping to ensure coding consistency. All 
offer the ability to create and maintain a list of codes and to create new codes. This makes incon-
sistencies in code labelling easy to notice and correct, and makes inconsistencies difficult to create 
in the first place.

One of the most useful functionalities supported by most QDA tools is allowing researchers 
to read or export a group of quotations that they have assigned a particular code to. This can support 
both analysis and reporting. Looking over all instances of a code can provide new insights into the 
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nature or boundaries of the subject matter covered by that code. It can also aid the researcher in 
asking questions of the data, such as “is this the most appropriate name for this code?”, “does this 
code really fit this quotation?” and “are there any other quotations that should be included under 
this particular code?” Researchers should not try to discover and make use of every feature of a 
QDA tool. Instead they should use digital tools only as far as they support them in doing their 
analysis efficiently and effectively and in generating useful insights from the data. 

Other analytic tools that can help the analysis process include diaries, memos and network 
diagrams. The process of being immersed in qualitative analysis can be absorbing, and it can be hard 
to remember the analytical moves you made, what you have learnt and where you have come from 
in terms of assumptions and learning. Keeping a diary of your progress and thoughts can help track 
this. Memos are a flexible form of note taking that can provide a useful supplement to the coding 
process. Do not get too absorbed in creating codes; after all, this is just a means to an end, which is 
making sense of the data and gaining insights. Memos can be a means to these ends too. Network 
diagrams are visual representations of how codes link together and relate to each other. This can 
help think about codes in an abstract way, in different groups, arrangements and processes. Again, 
network diagrams and other visual forms of representations may provide analytical tools to help 
you make sense of your data. 

Whatever QDA tool you choose to use (or not), sensemaking is your responsibility, so there 
is no substitute for the power of your own mind. You collected and perhaps transcribed the data 
and therefore have good familiarity with it. An old adage goes: “a wise man can see more from the 
bottom of a well than a fool can from a mountain top.” Just as sophisticated documentary editing 
tools do not guarantee the creation of an interesting documentary, QDA tools do not guarantee 
useful insights. They support you in creating your own insights.

5.4	 THEMATIC ANALYSIS
Our description of analysis thus far has not named it as a specific method, but has presented it as 
a practical process, focusing on the tools and the moves that are made in analysis. There are various 
more formal descriptions of this process; as noted earlier, the term “Grounded Theory” is widely 
used to refer to a generic QDA approach, though it also has a more precise meaning as described in 
Chapter 6. Other terms and techniques include the Framework Method (Gale et al., 2013), Emer-
gent Themes Analysis (Wong and Blandford, 2002) and Thematic Analysis (TA: Braun and Clarke, 
2006). These different terms describe very similar approaches, and different detailed descriptions of 
the same named method are at least as different as descriptions of methods with different names. 
They all assume that data has already been collected, and focus on how that data is to be analysed. 
We focus in particular on TA as described by Braun and Clarke (2006). They argue that “thema-
tising meanings” is a generic skill across qualitative methods and that TA builds directly on this 
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skill. They contrast TA with qualitative techniques such as conversation analysis or interpretative 
phenomenological analysis (both rarely used in HCI), which are founded on a particular theoretical 
position and are typically applied in relatively tightly defined ways. Rather, they place TA in a camp 
of techniques that can be applied across a range of theoretical positions, and that tries to steer a 
path between “anything goes” unstructured analysis and an approach that is overly constrained. 
They make the obvious but key point that “What is important is that the theoretical framework 
and methods match what the researcher wants to know, and that they acknowledge these decisions, 
and recognise them as decisions” (p. 80). Other descriptions of TA emphasise different features of 
the approach; for example, Joffe (2012) focuses much more on agreeing a set of codes and having 
multiple independent coders. Joffe’s approach is much more quantitative, and sits more comfortably 
in a positivist research tradition, although the basic approach is largely similar.

Braun and Clarke (2006, p. 87) identify six phases of TA.

1.  Familiarising yourself with the data: simply reading and re-reading the data, making 
notes of ideas that spring to mind.

2.  Generating initial codes: coding the entire dataset systematically and collating data 
that is relevant to each code. They define codes as labels that “identify a feature of the 
data (semantic content or latent) that appears interesting to the analyst” (p. 88).

3.  Searching for themes: gathering codes (and related data) into candidate themes for 
further analysis.

4.  Reviewing themes: checking whether the themes work with the data and creating a 
thematic map of the analysis.

5.  Defining and naming themes: refining the themes and the overall narrative iteratively.

6.  Producing the report: which will, in turn require a further level of reflection on the 
themes, the narrative and the examples used to illustrate themes.

These phases represent an approach to iteratively deepening engagement with the data 
through layers of analysis. This is essentially a formalised version of the pragmatic approach pre-
sented in the previous section. 

Consistent with their overall flexible approach, Braun and Clarke (2006) are not prescriptive 
about whether an analysis should be informed or driven by a particular theory or primarily by the 
data: “Coding will, to some extent, depend on whether the themes are more ‘data-driven’ or ‘theo-
ry-driven’—in the former, the themes will depend on the data, but in the latter, you might approach 
the data with specific questions in mind that you wish to code around” (p. 88–89). This is a theme 
to which we return in Chapter 6.

5.4 THEMATIC ANALYSIS
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5.5	 ILLUSTRATIVE EXAMPLE
To illustrate three steps in analysis, we take short excerpts from two transcripts of interviews 
gathered to understand people’s experiences of working in physical libraries; these interviews were 
conducted to better understand requirements for the design of digital libraries. Our initial focus 
was on the practicalities: how people located and used resources in the library. However, it quickly 
became evident that people also had strong emotional responses to particular libraries, so this be-
came a further focus for analysis.

Figure 5.3 illustrates initial coding of excerpts from two different transcripts. At this stage, 
we have simply highlighted appearance of the word “love” and underlined phrases that indicate an 
emotional response (positive or negative) to being in a particular space.

R1: “When I was a graduate student I loved working in Library A because it is such a lovely place to 
work. The difficulty here is—I hate working in Library B, I think it’s a slum; it’s an airport lounge, 
erm, I can’t stand Library C which is even more of a slum; I don’t care for Library D very much, so I 
don’t like working there. But when I go abroad—I’ve just been to Washington; working in Library E 
there is very pleasant and I enjoy that, although you don’t get much done because people come and talk 
to you and show you things, there’s chat and you can’t do long stints, at Library E, at 3:45 they ring a 
bell and you have to go and have tea.”
R2: “I love Library B to work in, it’s a pain in the arse to get things out, because you know, you, ev-
erything is, you know, you have to go and order it, but its thirty minutes minimum you know, but I 
love going in there, sitting in there and working in there. I think it’s just amazing as a building and I 
never really thought about the extent to which the environment affects me.”

Figure 5.3: Initial coding of data, highlighting positive and negative statements.

In the same transcripts, we realised that the feelings that were being expressed related, both 
positively and negatively, to the environment as perceived by participants, and to their sense of 
productivity in that space. The next layer of annotation is illustrated in Figure 5.4 (in practice, the 
initial annotation was done with colored pens rather than by using different fonts).
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R1: When I was a graduate student I loved working in Library A because it is such 
a lovely place to work. The difficulty here is—I hate working in Library B, I think it’s 
a slum; it’s an airport lounge, erm, I can’t stand Library C which is even 
more of a slum; I don’t care for Library D very much, so I don’t like working 
there. But when I go abroad—I’ve just been to Washington; working in Library E there 
is very pleasant and I enjoy that, although you don’t get much done because 
people come and talk to you and show you things, there’s chat and you can’t do 
long stints, at Library E, at 3:45 they ring a bell and you have to go and have tea.”
R2: “I love Library B to work in, it’s a pain in the arse to get things out, be-
cause you know, you, everything is, you know, you have to go and order it, but its thirty 
minutes minimum you know, but I love going in there, sitting in there and working in 
there. I think it’s just amazing as a building and I never really thought about 
the extent to which the environment affects me.”

Figure 5.4: The same transcripts, analysed in more depth. Here, we us different fonts to highlight 
phrases referring to feelings, the environment and productivity.

This coding led us to ask further questions of the data, which could have been followed up 
in further interviews had we taken this study further. Questions included:

•	 What is this work?

•	 What are the requirements of the work?

•	 What does respondent R1 mean by slum and airport lounge?

•	 Who comes to talk to R1?

•	 What is special about 3:45? What is R1’s normal working schedule?

•	 In what way does the environment influence them? Being productive or enjoyment?

This short example gives a flavour of how you might approach data analysis. For any given 
dataset, a full analysis involves getting immersed in that data to perceive nuances that might not 
have been immediately apparent. Texts such as Charmaz (2014) include more extended examples.

5.6	 TOP-DOWN APPROACHES TO ANALYSIS
In this book, we are focusing on semi-structured interpretive approaches to qualitative research—i.e., 
where codes are identified from the data rather than being pre-defined. It is rare for HCI studies 
to start with pre-determined codes unless they are strongly shaped by a particular theoretical per-

5.6 TOP-DOWN APPROACHES TO ANALYSIS
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spective from the outset. Miles and Huberman (1994) present an extensive discussion of top-down 
approaches to qualitative data analysis.

5.7	 SUMMARY AND CHECKLIST: ANALYSING DATA
Like the editor of a documentary film, your aim should be to construct as accurate and compelling 
an account of what you have found from your data as possible. This might be as simple as a set 
of requirements or scenarios for a future system design, or it might be a rich causal narrative to 
account for people’s interactions with and around technology. Although qualitative data analysis is 
time-consuming, more often than not the time you invest in really getting to know the data will pay 
off in the form of interesting new insights. These insights will allow you to construct a convincing, 
coherent narrative, strongly supported by evidence from the data.

Checklist D summarises some of the issues that need to be considered in analysis.

Checklist D: Analysing data
Data 
analysis

How will data be analysed?
At what level of detail will transcription take place?
What tools will be used to support analysis?
Will codes be pre-determined or will they be determined during analysis?
Will coding be done individually or by multiple people? If there are multiple 
coders, is their coding independent or negotiated?
If the analysis is individual and reflexive, what steps will the researcher take to 
ensure the validity of findings?
Will participants be involved in analysis and/or validation? If so, how? See 
Chapter 8 for more details.
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USING APPROPRIATE FILMIC CONVENTIONS

CHAPTER  6

Paradigms and Strategies

Documentaries on different topics generally exploit different filmic devices 
such as talking heads, voice-overs, cameras shadowing people, aerial shots, etc. 
Particular techniques suit certain approaches and endeavours. For example, 
voice-overs go well with wildlife documentaries whereas interviewing wild 
animals makes little sense. Conversely, aerial shots can be very effective if dis-
cussing migrations of herds, but are less likely to be useful for illustrating the 
latest science in genomics. Similarly, in HCI studies, it is important to select an 
approach that is appropriate to the aims of the study. There should be coherence 
between the purpose, paradigm, strategy, approach, technique, etc.

Understanding factors that can shape qualitative studies allows HCI researchers to find ways 
of conducting research for each project, with its own unique aims, objectives, resources and con-
straints. Some studies will be shaped as they progress, and as understanding of the situation evolves. 
Others will be designed from the outset as multi-phase studies. In this section, we review different 
dimensions and factors that influence the shape and style of studies: 

•	 research paradigms: this is background material for the interested reader (particu-
larly the quantitative researcher) to locate semi-structured qualitative studies (SSQSs) 
within the space of empirical research paradigms that are common in HCI;

•	 research strategies: in Chapters 4 and 5 we presented particular techniques for gath-
ering and analysing data; these are generally selected through a research strategy that 
shapes what is done to achieve the research objectives; 

•	 the use of mixed methods; and

•	 responding to the situation.

6.1	 RESEARCH PARADIGMS
To understand how various factors can shape semi-structured qualitative studies in HCI, we situate 
SSQSs among different styles of empirical research. There is a continuum of approaches to empir-
ical research, from quantitative hypothesis-testing, through structured qualitative techniques such 



62 6. PARADIGMS AND STRATEGIES

as content analysis (Kippendorff, 1980), to the semi-structured qualitative methods that have been 
the focus of this book, and the kinds of ethnography where insights are derived from the expertise 
of the researcher with little inspectable analysis (Figure 6.1). This section does not help you decide 
what to do in your particular study, but might help you determine whether doing a SSQS is ap-
propriate in the first place.

Figure 6.1: A continuum of styles of qualitative analysis, varying by their degree of structure. The focus 
of this book is the “cloud” area. Note that this is a continuum, not a hierarchy.

Quantitative research is most commonly applied to test pre-determined hypotheses. Quanti-
tative studies based on statistical significance are widely regarded as the “gold standard” for hypoth-
esis-driven research. In studies of people and interactions, they are invaluable for testing hypotheses 
regarding human cognition and its impact on people’s interactions with technology. For example, 
we have conducted controlled experiments to better understand the cognitive factors and interface 
features that account for certain classes of human error (Li et al., 2008; Ament et al., 2013). They 
can also be useful for comparing measurements such as completion times, completion rates and 
errors between different interfaces and technologies.

Qualitative approaches typically address different types of questions to quantitative research. 
Rather than testing hypotheses, they are concerned with describing and explaining phenomena in 
a rich, often exploratory, way. While quantitative HCI studies address hypothesis-driven research 
questions such as “do users make fewer errors when interacting with one medical device than 
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another?” or “does task complexity influence users’ skim-reading behaviour when interacting with 
information?,” qualitative HCI studies often address broader, exploratory questions such as “what 
different types of errors do users make when interacting with a novel medical device and why?” or 
“does task complexity influence users’ information interaction behaviour and, if so, in what ways?” 
Qualitative HCI studies typically focus on the “whats” and “whys” of interaction. They address what 
users do when interacting with technology (their interactive behaviour) and why they do it (the 
rationale behind their behaviour), in order to inform design. While qualitative and quantitative ap-
proaches typically address different types of question, they often complement each other in “mixed 
methods” studies. For example, a qualitative exploration of a particular type of interaction behaviour 
such as types of errors made when interacting with a novel medical device might yield interesting 
insights, e.g., identifying a new kind of error not previously discussed in the literature. A quanti-
tative study might then be conducted to examine the prevalence of this new type of error, thereby 
determining the generalisability of the qualitative findings. Conversely, a quantitative study might 
yield a surprising finding that could then be explored in depth in a follow-up qualitative study.

Structured approaches to qualitative data analysis include Content Analysis (Kippendorff, 
1980) and positivist approaches to TA (e.g., Joffe, 2012). Positivist and realist approaches to data 
analysis assume that there is an objective reality “out there,” and that the role of the analyst is to 
discover and present that reality in an unbiased way. Positivist approaches to data analysis assume, 
for example, that two independent analysts should be able to code the data in the same way and 
reach the same conclusions. If the data has been gathered from a suitably representative group of 
participants in a sufficiently standardised way then it becomes meaningful to count and report the 
number of instances of each code in the data. Typically, in this tradition, the codes to be applied to 
the data have to be pre-determined and precisely defined so that independent coders have a good 
shared understanding of their meanings prior to coding the data. Codes may have been pre-agreed 
even before the study commenced, or may have been derived from a preliminary analysis of the 
data. Inter-rater reliability techniques, to check the agreement between raters (Hallgren, 2012), are 
applicable here.

This book has focused on interpretivist semi-structured approaches. This is the most common 
type of qualitative approach applied in HCI research. Interpretivist approaches assume a subjective 
(rather than objective) reality that is constructed through the interpretations of researchers, study 
participants, and even readers of the research when written up. Interpretivist approaches emphasise 
the interpretation process in how we make sense of reality; these are closely related to constructiv-
ist approaches, which emphasise how we construct and create versions of reality. Many people use 
these terms interchangeably and avoid the deeper philosophical discourses around the distinction. 
Importantly, they both contrast with positivist approaches that assume it is possible to discover an 
external reality. Interpretivist approaches start at the very beginning of the study because we are 
already making decisions that influence our interpretation of the question, our approach, who to 
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recruit, what data to gather, etc. Although common themes will be addressed across data-gathering 
sessions (whether those are interviews, observations or a combination of both), the semi-structured 
nature means that themes will be covered to different degrees depending on what the most fruitful 
lines of enquiry are. Whereas for positivist approaches it is important that agreement between re-
searchers can be achieved, and it can be meaningful to report the number of instances of particular 
codes in the data, in interpretivist approaches it is recognised that researchers will have different 
backgrounds and biases and will therefore interpret qualitative data differently. While issues of 
researcher agreement are not so important in interpretivist approaches, this does not mean there 
should be researcher disagreement if multiple researchers were to analyse the same data. They should 
arrive at complementary, non-contradictory interpretations of that data even though they may be 
different in detail. In interpretivist approaches, it is particularly important that the data collection 
and analysis methods, as well as researcher interpretations of the data, are inspectable by others. This 
is to allow others to comprehend the journey from an initial question to a conclusion, so that they 
can assess its validity and generalisability and build on the research in an informed way. In this case, 
counting instances is rarely meaningful, and might be misleading, e.g., the first interviewees might 
have had different questions to interviewees later in the study. Instead, vaguer statements such as 
“one participant,” “several participants” or “most participants commented” are common.

At the other end of the continuum, in terms of inspectability and structure, lie approaches 
to ethnography such as those described by Randall and Rouncefield (2013). Ethnography (like 
GT) is a term that has lost its meaning through over-use. The term “ethnography” has been widely 
adopted to refer to any kind of field method based on observation, but is also still used by some in 
a more powerful way to refer to the researcher “participating, overtly or covertly, in people’s lives 
for an extended period of time” (Hammersley and Atkinson, 2007, p. 3). According to Randall and 
Rouncefield (2013), ethnography is not a stepwise method at all but “a qualitative orientation to 
research that emphasises the detailed observation of people in naturally occurring settings.” They 
say, “we aim to collect data in as reasonable a fashion as we can, using whatever material is to be 
found and—because we have no claims to methodological purity—are careful to limit our analytic 
claims about the world to what we have seen and can reasonably infer.” Also, that data gathering 
“will be dictated not by strategic methodological considerations, but by the flow of activity within 
the social setting.” Blomberg and Burrell (2009) highlight that ethnography is based on an under-
lying assumption that in order to gain an understanding of a world they have little previous knowl-
edge of, researchers must gain this understanding first-hand, e.g., through in-depth observation. 
According to Blomberg and Burrell, ethnographers are “interested in gaining an insider’s view of 
a situation,” attempting to view the world “from the perspective of the people studied.” Anderson 
(1994) emphasises the role of the ethnographer as someone with an interpretive eye, delivering an 
account of patterns observed. He argues that while ethnography often involves fieldwork, not all 
fieldwork is ethnography and not everyone can be an ethnographer, as fieldwork requires a complex 
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set of social, practical and interpersonal skills. In the ethnographic tradition (e.g., Heath and Luff, 
1991; Vom Lehn and Heath, 2005), the moves that the researcher makes between observing the 
situation of interest and reporting findings often remain undocumented as these moves are difficult 
to ascertain or articulate when the researcher is so embedded in the situation and engaging with 
it in an unstructured, non-predetermined manner. This, however, means that precise details of data 
analysis are often unavailable to the interested or critical reader.

6.2	 RESEARCH STRATEGIES
In all studies, data gathering and analysis are shaped by research aims. For example, there is little 
value in observing the colors of people’s socks or what they eat for lunch if your focus is on how 
they enter data from a paper record into an online system unless there is some reason to believe that 
these are linked—in which case, the research would probably focus on that link.

6.2.1	 BASING A STUDY ON A PARTICULAR THEORETICAL 
PERSPECTIVE

As discussed in Chapter 3, some studies adopt a particular theoretical perspective from the outset. 
The theory then shapes both the data gathering and the analysis. For example, one of our aims in a 
study of serendipity and creativity (Makri et al., 2014) was to validate an empirical model of seren-
dipity with creative practitioners. Our interviews with creatives were shaped by the existing model; 
we asked questions to probe each aspect of it. But we also actively tried to minimise confirmation 
bias in the data gathered; we asked for more detail when the creatives mentioned something outside 
the scope of the model (to potentially extend or refine the model). We also asked them for count-
er-examples to test the validity of the model. We knew that interesting findings might arise where 
the model did not fit well with or did not fully explain their experiences. This led to the expansion 
of part of the model to incorporate actions the creatives took to “make their own luck” (strategies 
they thought made serendipity more likely to happen to them).

Similarly, Rajkomar et al. (2015) set out with two main intentions. The first was to un-
derstand how people stay safe on home haemodialysis; this is a complex and risky procedure for 
managing chronic kidney disease. The second was to test whether DiCoT could usefully be applied 
to better understand people’s practices in the home environment, and particularly their safety prac-
tices. As noted earlier, DiCoT is an approach to analysing a system in terms of DCog (Hollan et al., 
2000). Some of Rajkomar’s planned interview questions explicitly covered what strategies people 
had developed for staying safe, what difficulties they had experienced, and their broader experiences 
of being on home haemodialysis. Given the focus on DCog, his observation notes and photographs 
focused largely on physical structures and how information was recorded and kept. This included 
both their explicit information records, such as phone numbers listed on a pin-board within easy 
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view, and their implicit creation of information resources, such as a house key being kept in sight 
on a windowsill, ready to be thrown out to a neighbour in case of emergency (Figure 6.2).

Figure 6.2: A strategy for staying safe on home haemodialysis - leaving a key on a windowsill, ready to 
throw down to a neighbour in an emergency, 

6.2.2	 THEORY SHAPING ANALYSIS
Theory shaped the data gathering in the example above. In other cases it may not be explicitly used 
to shape data gathering, but might inform subsequent analysis. For example, Furniss et al. (2011a) 
were already familiar with the theory of DCog (Hollan et al., 2000; Furniss and Blandford, 2006), 
and although DCog was not used for structuring data gathering, we thought it would be a useful 
framework for exploring our data further, providing a “theoretical lens” on the analysis. In our case 
we found that it provided leverage to explore the data in a new way, beyond our initial GT analysis 
of the data. Theory can be used for secondary analyses of collected data. 

Driven more by a need to make sense of data that was difficult to account for, Adams et al. 
(2005) explicitly searched for a theory that helped to account for their findings: we had studied sev-
eral different digital library (DL) deployment projects and found that making DLs more accessible 
to healthcare practitioners (by making them available through shared computers in the workplace) 
reduced their use when it was expected to increase it. Conversely, a project which had placed clinical 
librarians as members of multi-disciplinary care teams had increased use of DLs. Theories such as 
DCog and Activity Theory (Kaptelinin, 2013) were explored, but did not help in accounting for our 
data. After some searching, we came across the theory of Communities of Practice (Wenger, 1998), 
which resonated with our data and felt like a delightful “lightbulb” moment. The theory helped us 
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to make sense of our data in a way that moved us from some interesting but 
idiosyncratic findings that were only relevant to our particular study contexts 
to findings that had some generalisability, and hence could be applied in other 
settings where new technology is being deployed.

Sometimes, the research aim changes, as you discover that your initial 
aim or assumptions about what you might find are wrong. This has happened 
to us more than once. For example, we conducted a study of London Under-
ground control rooms (Smith et al., 2009). The initial aim was to understand 
the contrasts across different control rooms, what effects these differences had on the work of 
controllers, and the ways they used the various artefacts in the environment. In practice, we found 
that the commonalities were much more interesting than the contrasts and several themes emerged 
across contexts. The most intriguing was discovering that some controllers described themselves as 
playing with a train set. We discovered that although controllers take their job seriously there were 
aspects that linked to playing games, like solving puzzles and using exploratory learning. This links 
in to the literature on serious games, a literature that we had not even considered when we started 
the study (so we had to learn about it fast).

6.2.3	 ETHNOMETHODOLOGY
One approach to weaving a particular perspective throughout a study that has been applied to the 
study of technology use in practice is “ethnomethodologically informed ethnography” (Button and 
Sharrock, 2009). Ethnomethodology studies the methods people use to make sense of the world 
and accomplish tasks, i.e., it is an approach to study in which “members’ reasoning and methods for 
accomplishing situations becomes the topic of enquiry” (Crabtree et al., 2000, p. 666). This provides 
a particular focus on the people (the workers) within the study setting, how they make sense of their 
work, and the ways they use technology to support their work. The focus is on describing the work 
in all its mundane details, representing the perspective of the workers, without theorising but telling 
it as it is. Button and Sharrock (2009) take these ideas to present five maxims for conducting ethno-
methodological studies of work: keep close to the work; examine the correspondence between work 
and the scheme of work; look for troubles great and small; take the lead from those who know the 
work; and identify where the work is done. They emphasise the importance of paying attention, not 
jumping to conclusions, valuing observation over verbal report and keeping comprehensive notes. 
The aim is to develop rich description to guide the design of future systems for those workers. Many 
of these principles apply to observational studies more generally; the ethnomethodological focus 
determines what the observer is attending to, namely the workers and how they use technology to 
make sense of their work.

6.2 RESEARCH STRATEGIES
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6.2.4	 CONTEXTUAL INQUIRY
As noted above, observations are usefully complemented by interviews. In HCI, the most widely 
reported approach to integrating observations and interviews is Contextual Inquiry (Beyer and 
Holtzblatt, 1998). As with several other terms, some people use “Contextual Inquiry” to refer to 
any approach that involves interleaving observations and interviews within the work setting; here 
we focus on the more specific description provided by Beyer and Holtzblatt (1998).

Contextual Inquiry is a method for conducting and recording observational studies in HCI 
as a stage in a broader process of Contextual Design. According to Holtzblatt and Beyer (2013), 
“Contextual Design prescribes interviews that are not pure ethnographic observations, but involve 
the user in discussion and reflection on their own actions, intents, and values.” In other words, 
Contextual Inquiry involves interleaving observation with focused, situated interview questions 
concerning the work at hand and the roles of technology in that work. Questions will generally 
focus on how the technology does, or could, support the ongoing work. Questions might include 
“Who do you have to liaise with to get that sorted out?”, “What tool do you use to achieve that?”, 
“When does your colleague send you that information?”, “Where do you store that information?” 
“Why does that form field flash red?”, “How often do have to sort out problems like that one?”, etc. 
The interleaving of observation and conversation helps to build a richer understanding of the work 
and how technology might be designed to support it better.

Holtzblatt and Beyer (2013) present five models (flow, cultural, sequence, physical and ar-
tefact) that are intermediate representations to describe work and the work context, and for which 
Contextual Inquiry is intended to provide data. Although Contextual Inquiry is often regarded 
as a component of Contextual Design, it has been applied independently as an approach to data 
gathering in research. For example, Blandford and Wong (2004) conducted Contextual Inquiry 
interviews in ambulance control, interleaving interviews and observations to understand the work 
of ambulance controllers and the way their computer systems supported their work.

6.2.5	 PARTICIPANT OBSERVATION AND ACTION RESEARCH
Participant observation and action research both involve the researcher getting involved in the 
study setting while also gathering data about that setting.

In participant observation (Atkinson and Hammersley, 1994), the researcher might have 
particular skills and knowledge that they bring to a group, which legitimises their active role in the 
group, and they can study it at the same time. Part-time MSc students have used this approach 
when they have particular roles through their employment, which gives them privileged access to 
participants and a context that they also wish to study. Alternatively, the researcher may explicitly 
set out to learn the role, gaining an understanding of the work and of the roles of technology in 
that work through both learning and performing the role.
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Action research (Reason and Bradbury, 2001; Rogers, 2012; Kock, 2013) involves actively 
intervening in the situation, introducing a new technology or a new method, and studying in detail 
the effect of the intervention. It has been described as doing experiments in the field. It has been 
proposed as a method for mobile HCI (Kjeldskov and Graham, 2003) and community-based 
projects (Hayes, 2011). It is generally good practice in action research to determine important 
measures of change (e.g., based on participant attitudes, times to perform tasks or measures of the 
quality of the work) and to gather information on those measures before and after the intervention 
(e.g., through a survey). This quantitative data can then be related to the qualitative data that is 
gathered through the core of the action research project (see discussion of mixed methods later in 
this chapter). As with many other approaches, completing multiple cycles of action research in the 
same, or related, study settings can increase confidence in the validity of the findings (Kock, 2013).

Both participant observation and action research require the researcher to actively gather 
data (through interviews and observation) while also reflecting on their role within the study set-
ting, and on the nature and effects of their intervention. It is essential for the researcher to maintain 
good field notes, and often a reflective diary.

6.2.6	 GROUNDED THEORY
As noted above, the term “Grounded Theory” (GT) is widely used in HCI as a label for any method 
that involves systematic coding of data, regardless of the details of the study design. This might 
be a Thematic Analysis, or a comparatively unstructured and superficial analysis. We are using the 
term in a narrower sense that is closer to its origins, to capture some of the important features of 
this approach.

GT is not a theory, but an approach to theory development at its most developed level, i.e., a 
full conceptual system that is grounded in data. Alternative outputs, at lower levels of development, 
include: basic taxonomy development, focused conceptual development and cycles of interpretation 
(Pidgeon and Henwood, 1996). There are several accounts of GT and how to apply it, including 
Glaser and Strauss (2009); Corbin and Strauss (2015); Charmaz (2014); Adams et al. (2008) and 
Lazar et al. (2010). Grbich (2013) identifies three main versions of GT, which she refers to as 
Straussian (involving a detailed, prescriptive three-stage coding process), Glaserian (involving a less 
detailed and prescriptive coding process but more emphasis on shifting between levels of analysis to 
relate the details to the big picture), and Charmaz’s (which has a stronger interpretivist emphasis). 
Which approach is appropriate depends partly on the problem your study is addressing and partly 
on you and what resonates with the way you think.

There is widespread agreement among those who describe how to apply GT that it should 
involve:

6.2 RESEARCH STRATEGIES
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•	 interleaving between data gathering and analysis: where findings from one interview 
or observation are used to guide subsequent ones;

•	 avoiding bringing pre-conceived expectations of what might be found: although 
Glaser and Strauss disagree about the use of existing literature, all approaches warn 
against forcing findings to fit pre-existing theory or existing literature;

•	 theoretical sampling: recruiting participants who are likely to build on and enhance 
the theory that is emerging from data collection and analysis, rather than fixing a 
sample from the outset, e.g., based on particular demographics; and

•	 theory constructed from data through a process of constant comparative analysis: 
where findings are constantly compared with each other to spot patterns and generate 
new insights.

Comparing Grounded Theory (GT) with Thematic Analysis (TA) (Chapter 5), we find 
commonalities, particularly in the value given to iteration in analysis, to the centrality of data 
and to the development of explanatory narratives and themes. However, there are also important 
points of contrast. Firstly, TA seems more open to the analysis being informed by prior literature 
and established theory from the outset, although the aim should never be to just confirm or accept 
established theory without question. In GT, data drives the analysis rather than previous theory 
and literature, though findings are often compared to existing work. Secondly, data gathering and 
analysis should be interleaved in GT. Corbin and Strauss (2015) refer to this as a “cyclic process” of 
data gathering and analysis. In contrast, TA works with an existing dataset. Therefore while GT is 
used for both data analysis and collection, TA is an approach to analysis. Further, in GT, recruitment 
of participants should be “theoretical,” i.e., specifically aiming to develop the theory. The interviews, 
observations, focus groups, etc., should be tailored to also develop the emerging theory further, until 
“theoretical saturation” is reached. As explained previously, this is where further data gathering and 
analysis does not help to develop the theory further.

This process is sketched in Figure 6.3, where the funnel “wine glass” represents the breadth 
and depth of the evolving theory, while the spiral represents the iterative process of recruitment, 
data gathering and analysis. Each circuit around the “wine glass” represents a single stage of re-
cruitment, data gathering and analysis. As data analysis proceeds, the theory becomes more focused 
(based on theoretical sampling of participants and more focused data gathering and analysis), and 
correspondingly deeper and better evidenced. It is difficult to anticipate at the outset exactly how 
the theory will develop. Indeed, there may be occasions (in larger studies) where an important 
theme is intentionally set aside part-way through the study, then picked up and developed later, 
possibly resulting in a second “stem” on the “wine glass.” 
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Figure 6.3: A simplified view of how Grounded Theory recruitment, data gathering and analysis may 
progress. The scope of the theory generated starts off broad, narrowing as we learn more.

Furniss et al. (2011a) present a reflective account of our experiences of applying GT in an 
HCI context, which was to examine why practitioners use the user evaluation methods that they do. 
The account focuses particularly on pragmatic “lessons learnt.” These include practical issues such 
as managing time and the challenges of recruiting participants, and also theoretical issues such as 
reflecting on the role of existing theory and the background of the analyst in informing the find-
ings. There are both potential benefits and drawbacks to already having a detailed understanding 
of existing theory in the area before conducting a GT study. Benefits include better understanding 
the area of study before the research begins, avoiding rediscovery of theories or principles that are, 
in fact, already widely recognised, and being more readily able to spot what is new or original in 
your findings. Drawbacks include the possibility of unwittingly steering the research in the direc-
tion of existing theory when an alternative direction might have yielded more interesting or novel 
findings, and the possibility of unintentionally shoehorning findings into existing theory because 
the existing theory is fresh in your mind (see Makri et al., 2011 for a discussion on shoehorning 
during data analysis). Furniss et al. (2011a) also explore using existing theory as a lens on more 
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traditional GT analyses. We revisit the challenge of how to relate findings to existing theory and 
literature in Chapter 7.

6.3	 MIXED METHODS AND STAGED APPROACHES 
It can often be valuable to combine methods to gain a richer understanding of the situation. This 
may involve gathering both qualitative and quantitative data within one study, or running separate, 
complementary studies. An example of the first might be gathering quantitative data on user in-
teraction metrics (such as number of pages viewed) while also gathering qualitative data through a 
think-aloud study. An example of the second might be conducting interviews to probe data from 
diary studies. In this section, we discuss the approach of intentionally designing a study in multiple 
phases, exploiting the value of intermediate review and of the use of complementary approaches.

One approach—probably the simplest approach to multi-stage studies—is simply to plan 
data gathering and analysis in multiple phases. This has some of the benefits of a GT study design 
but is often quicker to perform (and hence more feasible when time is tight, as in most MSc proj-
ects). In this approach, data gathering is planned in two or more phases, with in-depth analysis after 
the first phase in order to focus the data gathering in the second phase. For example, Rajkomar 
(Rajkomar et al., 2015) visited his first five participants at their homes for detailed observations and 
interviews on two or three occasions each, then did a preliminary round of data analysis, construct-
ing DCog models and identifying safety strategies for those participants. He reviewed which kinds 
of observations and lines of questioning were most productive for the analysis, and streamlined the 
data gathering plan so that he only had to visit each subsequent participant (a further 14) once each; 
this was less disruptive for participants as well as being a more effective use of his time.

Another approach is to use complementary methods of data gathering to build a richer pic-
ture of the situation. As discussed earlier, observations give a more reliable account of ‘what is’ or 
“what is done” while interviews give greater insight into why things are done or people’s perceptions 
and experiences of particular technologies. Approaches such as Contextual Inquiry intentionally 
combine these to give a richer overall understanding of the situation and of technology practices 
and needs. It is also often useful to complement semi-structured qualitative studies with quanti-
tative ones; for example, conducting surveys to see how far findings from a small set of interviews 
or observations generalise across the user population of interest, or conversely using interviews and 
observations to understand particular survey findings in more detail (e.g., surprising findings). Here 
different methods can complement and build on each other’s findings.

Different methods can also provide coverage in breadth and depth, where one method on its 
own might leave gaps. For example, where it is not feasible to observe people—whether because 
the technology is used infrequently or sporadically or because it is not used in a fixed location (e.g., 
mobile and ubiquitous technologies)—interviews can again give insights into people’s perceptions 
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and experiences. A complementary form of data gathering such as diary studies or system log anal-
yses can provide better evidence on people’s practices. For example, as noted earlier, Kamsin et al. 
(2012) complemented their interview study of 26 participants with a video diary study; they asked 
7 people to keep a video diary documenting how they managed to-do items over a period of 1–3 
weeks. One important to-do management strategy that hardly featured in the interviews, but was 
prominent in the video diaries, was that a lot of to-do items arrive by email but most email tools 
are poor at managing to-do items.

Mixing methods can sometimes result in unintended effects. In particular, keeping a diary 
can, in some situations, change the nature of the study significantly. For example, Laurie and Bland-
ford (2016) were studying people’s adoption and use of a mindfulness app, but wanted that use to 
be as naturalistic as possible. To test whether keeping a diary was likely to have a significant impact 
on people’s engagement with the app, as well as to better understand the experience of using the 
app, Laurie first completed an autoethnography (as described above). He used the app himself for 
30 days and maintained a diary of his experiences. This complementary study served three pur-
poses. Firstly, it gave direct insight into the experience of using the app (being a source of data in 
its own right). Secondly, it helped identify many areas of inquiry for interviews that he would not 
have considered previously. Further, it confirmed his suspicion that the act of keeping a reflexive 
diary changed the experience of using the app substantively, so the main user study was designed 
to gather data just through initial and debriefing interviews.

When applying mixed methods, such as in these examples, some researchers choose to merge 
all the data into one set for analysis. While this may have some benefits in terms of identifying key 
themes that emerge through multiple data gathering methods, it also sacrifices on detail. At least 
initially, it is more prudent to analyse each dataset as it is acquired, making it clear what the purpose 
and outcome of each phase of data gathering and analysis was, and how each built on earlier phases. 
It is always possible to do a subsequent re-analysis of the combined dataset. It is very difficult to go 
the other way, and unpack what insights were derived from each data gathering approach and how 
each study contributed to the overall understanding once datasets have been merged.

6.3 MIXED METHODS AND STAGED APPROACHES
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Figure 6.4: It is important to have a plan and a direction, but plans must be updated and adapted 
when responding to the situation.

6.4	 RESPONDING TO THE SITUATION
Where research is truly exploratory, the situation is likely to shape the study greatly. In such studies 
it is impossible to plan all the details of the study ahead of time and get them all right. The details 
have to evolve as understanding of the context and subject matter matures. This evolution is made 
explicit in the processes and ethos of GT, but can apply to other SSQSs that do not follow all the 
principles of GT.

As should already be apparent, there are many connections and interdependencies between 
considerations when designing, conducting and reporting SSQSs, and these phases of work are not 
generally distinct. Through engaging with the study setting, the researcher learns more about what 
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is possible in terms of data gathering, and more about the nuances of the research question, so the 
purpose of the study may change, at least in subtle ways, as understanding evolves. Unlike most 
quantitative studies, which can conveniently be treated as starting with a hypothesis and finishing 
with a conclusion (even if the truth is not quite that simple), many SSQSs are effectively jour-
neys, in which the researcher travels alongside the participants, making discoveries that are shared 
through the reporting of the study. So the focus for data gathering and analysis may change, shaped 
by current understanding, as the study proceeds. Furthermore, as discussed in earlier sections, the 
study is shaped by the individuals (researchers and participants) engaged in it, by any extant theory 
that is exploited in the study, by resources and constraints and by ethical considerations. 

Earlier (Figure 2.3) we presented a simplified view of the research process for a qualitative 
study. Figure 6.5 shows a process that is closer to reality, with feedback and evolution in all stages 
as a study progresses, still shaped by the same external factors. Data gathering and analysis may 
be closely or loosely coupled. Early analysis may lead to revisions in the purpose of the study. The 
process of reporting often leads to new understanding of the problem. Or, indeed, the reporting 
of findings from a study may lead to new questions that shape the purposes of future studies. The 
overall purpose may be broken down into sub-questions that are best addressed through comple-
mentary studies involving different data gathering and analysis methods. These studies may be 
reported singly or together. Described in this way, the process can appear complicated and daunting. 
But the inter-relationships between the different parts of the process actually provide opportunity 
for reflection and clarification, which can improve the overall quality of the research. It is also un-
usual for the study to change beyond recognition as a result of this dynamic process; the space of 
possibilities for refinement is usually not very great. This, thankfully, means that qualitative studies 
can be flexible and adaptive without being unmanageable.

 

6.4 RESPONDING TO THE SITUATION
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Figure 6.5: Closer to reality: qualitative research as a journey shaped by many factors.

Another factor that can have a great influence on findings is the participants. The purpose 
of the study will determine who are ideal or possible participants, which may relate more-or-less 
directly to people’s likely motivations for participating. This, in turn, should shape and be shaped 
by the recruitment strategy, discussed in Chapter 3. Participants will shape what data gathering 
and validation is possible and hence the quality of data analysis, which will determine the actual 
outcomes of the study. These outcomes should address the purpose of the study, or may lead the 
research team to review and revise the purpose of the study (Figure 6.6). It is important to invest 
effort early in the study to make recruitment and data gathering as effective as possible for the 
purpose of the study.
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Figure 6.6: Interdependencies between the purpose of a study, recruitment of participants and out-
comes (which should match the purpose).

In some situations, data gathering and analysis are treated as being semi-independent from 
each other, with analysis following data gathering. In other situations, the two are interleaved—
whether in the rich way advocated in GT, or by interleaving stages of data gathering and analysis as 
a study proceeds—e.g., as the theoretical focus develops, or as different data gathering methods are 
applied to address the problem from different angles. This can of course also be done over multiple 
studies that build on each other. It is helpful to monitor progress as the study proceeds, and to select 
data gathering and analysis methods to give the best possible data and outcome.

6.5	 SUMMARY AND CHECKLIST: STUDY SHAPING ISSUES 
Studies are shaped by a number of factors, including the purpose and style of the study, resources 
and constraints, ethical considerations and existing theory. They are also often shaped by the people 
involved in them—the researcher and participants. Although it can feel unnerving to allow your 
study to be shaped by factors not entirely within your control, being flexible and dynamic in your 
approach to being shaped can result in insightful and potentially surprising findings.

Checklist E summarises some of the study shaping issues that need to be considered early 
on and throughout the study. Considering these issues will allow you to develop approaches for 
consciously shaping your research and for dealing with situations when your research is shaped 
outside of your direct control.

 

6.5 SUMMARY AND CHECKLIST: STUDY SHAPING ISSUES
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Checklist E: Study shaping issues
Purpose and 
approach

How will the purpose of the study shape data collection and analysis?
How structured or exploratory is the study?
Will the research involve multiple complementary approaches?
Will the chosen approach(es) allow for reflection on and revision of the study’s 
purpose?

Style of study Where will the study be situated across the continuum of styles of qualitative 
study?
What approach is appropriate for this particular study?
What makes the approach chosen particularly appropriate?

Researcher Will the researcher’s background and biases shape the study? If so, how?
Will multiple researchers collect or analyse the data? Why/why not?

Participants How will the recruitment strategy maximise the potential for suitable partici-
pants?
What impact does participant choice and availability have on data gathering?
What relationship is there between researcher and participants, and how will 
that shape the study?

Theory Will the study make use of existing theory (e.g., to test, extend or enrich it)? If 
yes, how will confirmation bias be avoided?
Will the findings be discussed in relation to previous related work? If so, when 
will the researcher become familiar with this work?
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CREATING THE FINAL CUT

CHAPTER  7

Reporting

The final step is to deliver the finished product. In the latter stages of film-mak-
ing a rough cut is turned into a final cut as it is refined by the editor, director 
and producer. Perhaps even more so, the writing up of a qualitative study is 
usually an ongoing process that involves cycles of iteration. Early drafts of a 
dissertation, paper or report are often effectively refinements of the analysis.

As with any writing, the reporting of a study has to be appropriate to 
the audience. If the study has been commissioned to deliver findings rapidly as 
part of a commercial development process, the reporting should be appropri-
ately succinct and focused, whereas if it is part of a Master’s or Ph.D. dissertation or another large 
academic project, the reporting is more likely to focus on novel contribution to knowledge and 
relationship to theory and previous literature.

The most important advice on writing is to start early and write often. Committing thoughts 
to writing forces you to articulate your thinking, which reciprocally can impact thinking. Ask others 
such as your dissertation supervisors or colleagues for feedback. For qualitative studies, feedback is 
not only important for improving presentation quality, but for testing the quality of the argumen-
tation and evidence. Feedback can also help you check whether you are writing clearly and at an 
appropriate level of detail to enable others to assess the quality of the research.

When writing up scientific papers, including quantitative HCI studies, there are established 
reporting structures that are widely conformed to: aims, background, method, results, discussion 
and conclusion. Many, but not all, qualitative HCI studies follow this structure. There is no single 
correct approach to structuring write-ups of qualitative studies. For example, Wolcott (2009) argues 
that only essential background material should be included as part of the introduction, and that 
other related work should be introduced as needed through the narrative. Sometimes results and 
discussion are integrated into one section. Often, when you discover relevant literature partway and 
at the end of a study, a decision must be made about whether to refer to this in the background 
section (as if you knew about it beforehand) or only in the discussion section. If the final under-
standing and all the literature that relates to that understanding is presented up-front, the findings 
can seem underwhelming even though they were not anticipated at the beginning. Instead, it can 
be valuable to take the reader through highlights of the journey that the researcher has travelled so 
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that the reader is exposed to some of the delight of discovery that the research team experienced, 
assuming that the researchers started from a sensible place.

For example, as discussed above, one MSc student started with the purpose of understanding 
how underground train controllers use technology and work together, with the intention of con-
ducting DCog analyses of different control rooms to understand variability in design and practices. 
As the study progressed, it became clear that the commonalities between them were much greater 
than the contrasts, and that a more interesting question was how the culture and use of technology 
has evolved to maintain safety. We decided to focus the background section of the subsequent 
paper (Smith et al., 2009) on principles of train control, based on both literature and our early data 
gathering, then to contextualise our findings in terms of the literature on resilience (e.g., Rochlin, 
1999) and serious games (e.g., Garris et al., 2002).

In quantitative research, the researcher’s understanding of the problem is unlikely to change 
much during a study, unless the hypothesis is poorly founded or the method inadequately planned 
or executed. In contrast, in an SSQS the researcher is likely to learn a lot about the problem, and 
to see it in different ways as understanding matures (e.g., Furniss et al., 2011a). For example, a re-
searcher who is doing a situated study of technology use in an unfamiliar environment is learning 
about the study context, beyond what can be read in published material about it, while doing the 
study. Yet the details of the context are part of the background to the research, and not usually 
research findings. The boundaries between data analysis, method and results, between results and 
discussion and between discussion and conclusions can seem just as blurred, particularly as under-
standing deepens through iterations of analysis. With some well-planned and executed quantitative 
HCI studies, it is possible to write up much if not all of the aims, background and method sections 
before gathering any data. This is very difficult, if not impossible, to do with qualitative studies. How 
to frame a contribution from a qualitative study might only be apparent after the analysis, and there 
may be different framings for different audiences, so the whole endeavour is much more flexible.

Understanding develops as further data is gathered (e.g., Charmaz, 2014) and as new theo-
retical perspectives are encountered as ways of making sense of the data (e.g., Furniss et al., 2011a). 
Braun and Clarke (2006, p. 80) note that an “account of themes ‘emerging’ or being ‘discovered’ is 
a passive account of the process of analysis, and it denies the active role the researcher always plays 
in identifying patterns/themes.” This highlights the fact that there are alternative ways of reporting, 
depending on the role(s) that the researcher has played in the research process. Bringing the re-
searcher into the narrative makes explicit their role, which may make the research findings seem less 
objective or authoritative than a more “distanced” account. Within HCI, the highly personalised 
account is rare, as it can undermine the expectation that the account is objective to inform design. 
Yet there may be times, such as when delivering rich accounts of user experience to help designers 
put themselves in the users’ shoes, when such a personalised account is more effective and conveys 
a higher level of integrity than a depersonalised one.
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Figure 7.1: Not all the data can be presented and so it must be selected to support the narrative but in 
a way that does not introduce distortions and respects the participants.

It is important to report in a way that respects participants (Lipson, 1997). If they read the 
write-up, how are participants likely to feel about the reporting? For example, if a study reports 
errors that people make with technology then it needs to be done in a way that does not make par-
ticipants feel either stupid or vulnerable. It is good practice to give participants the opportunity not 
only to check over their transcripts but also the reporting, where possible. It is also important to be 
open, thorough and accurate in your reporting. Integrity is an essential characteristic of a good qual-
itative researcher; as qualitative data and data analysis is more subjective than quantitative research, 
it is especially important for researchers to be open, honest, transparent, accurate and thorough 
when reporting qualitative research. However, do not report findings in such fine-grained detail 
that it violates participant confidentiality, or that the reader gets bored and cannot discern import-

REPORTING
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ant information from trivial details. It is important to balance providing enough detail to support 
scrutiny and accountability but not so much that it makes the work difficult to read or understand.

Qualitative HCI studies are generally reported with a scientific structure as outlined above. 
But there may be times where you will want to vary that structure to make the research clearer or 
more engaging. If you choose to write in an unconventional way, make sure you are bending the 
rules for good reasons. What matters most is that the account:

•	 has a clear purpose and focuses on that purpose;

•	 presents essential information, such as what was actually done (rather than textbook 
accounts of methods), while respecting participants and their confidentiality;

•	 addresses the intended audience (whether practitioners, other HCI researchers or 
specialists in the domain of the study);

•	 is related well to relevant prior work, so that it is clear what is novel about this study;

•	 presents findings at an appropriate level of detail/abstraction so that the novel con-
tribution and the extent to which the findings generalise to other settings are clear;

•	 communicates clearly how exactly the study is novel and what new knowledge it 
contributes; 

•	 is grounded in the data; that data is often interleaved with the narrative flow in the 
Results section of the paper, or sometimes kept separate (e.g., in tabular form) to make 
the narrative flow smoother; and

•	 is coherent as a narrative.

As noted above, it is almost impossible to get writing right the first time, and an iterative 
process of drafting, getting feedback from others, re-reading the draft critically (preferably after a 
break, to gain some distance from it) and re-drafting is essential. It is also important to know when 
to stop, though, because perfection is unachievable!

It is also worth considering whether there are multiple audiences or angles from the same 
study, to be written up separately. This not only allows researchers to write multiple complementary 
papers based on the same data, getting several write-ups almost for the price of one, but also allows 
each paper to have a distinct focus. Therefore if your report seems to have several broad themes or 
lots of potential audiences, then maybe it should be written up as two or three papers. If you decide 
to write multiple reports, take care to avoid self-plagiarism by making sure that multiple reports 
address different questions within the overall study purpose. An informal test of self-plagiarism is 
whether each paper can cite the other and be clearly different. Reporting multiple angles separately 
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can be particularly advantageous when each paper needs to be fitted within a tight word or page 
limit. Tight constraints can, in practice, be very helpful for communicating effectively as it forces 
the author to think about what really matters in the narrative, to omit spurious information and to 
write succinctly. However, writing well takes time: Pascal is widely credited with the apology that 
“I would have written a shorter letter, but I did not have the time.”

One tip is to try to find a published paper that reports the type of study that you have done. 
You can then use this paper as an exemplar to model your own write-up on. The most effective 
exemplars can be papers that follow your methodology and are already published in the journal or 
conference that you are targeting. This should give you an idea about their expectations in terms of 
style, brevity, clarity and how the authors have balanced the proportions of different sections to fit 
within the page limit. For example, we often recommend that students look at Winkelman et al. 
(2005) as a clear and succinct GT write-up that reports four themes.

7.1	 COMMUNICATING QUALITY THROUGH REPORTING
We have left the topic of quality until the end (Chapter 8) because it is associated with all aspects 
of research, but it is particularly important to communicate the quality of your study through the 
way you report it. While we would all like others to think that our study is faultless, this is unlikely 
to be true. It is more useful for both you and your readers if you can clearly communicate both the 
strengths and the limitations of your work in the write-up.

The quality of studies varies for many reasons, often linked to what is possible with the 
available resources, the experience and expertise of the researcher(s), the time available or the ease 
of recruiting an appropriate group of participants. The findings should be reported in a way that 
makes it possible for the reader to assess the quality of the research. The reader should be able to 
answer questions such as:

•	 What confidence do I have in the results and conclusions of this study? What is the 
evidence to support my judgement?

•	 What can I learn from this study? Relative to what was known before, what is novel?

•	 How can I build on this study?—whether on the methods, the findings or gaps in 
knowledge that it has exposed.

Figure 7.2 summarises questions that your reader should be asking themselves about your 
work, and which you should be aiming to address in your writing.

 

7.1 COMMUNICATING QUALITY THROUGH REPORTING
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Figure 7.2: Appraisal questions for a qualitative study (based on CASP, 2013).

7.2	 SUMMARY AND CHECKLIST: REPORTING A STUDY
It is important to carefully consider how best to report your qualitative HCI study. Clarity, trans-
parency and detail (but not overwhelming amounts of detail) are important. So is ensuring that 
your write-up makes it clear what is novel and important in your findings. While there is no sin-
gle right way of reporting a qualitative HCI study, most write-ups follow regular scientific paper 
conventions. But it is important to know when and how to break these conventions for the sake of 
producing a clearer, more engaging narrative. 

Checklist F summarises issues that need to be considered in reporting a study.



85

Checklist F: Reporting a qualitative HCI study
Purpose What was the original purpose of the study and did the purpose change? If 

so, why and how?
What are the novel and important findings? Why should they matter to the 
reader?

Resources and 
constraints

Were there any novel features of the way resources were used (e.g., new 
technology probes or innovative use of social media)?
Did the availability of resources (e.g., time) limit what was possible in im-
portant ways?
Are there attributes of the research team that will have influenced the study 
in important ways?
What role(s) did the researcher(s) play in the study setting?
How did the relationship that was established with each participant influ-
ence the data that was gathered (if it is possible to tell)?
Who did you work with, and what was their influence (e.g., in terms of 
helping to refine research questions or recruit participants)?
How were participants recruited in practice? Were there compromises that 
needed to be made, and what is the likely impact of this on the quality, reli-
ability or generalisability of findings?
What roles did researcher(s) and participant(s) take in the study?
Did the location(s) in which the study took place, or any interventions, in-
fluence outcomes in any important ways?
How, if at all, did established theory shape the study? How do the findings 
relate to established theory?

Ethical 
considerations

Did ethical considerations shape the study in important ways? If so, how?
Does the reporting respect the participants?

Techniques for 
data gathering

How was data gathered in practice? How did data gathering change over 
the course of the study (if at all)?
How were participants instructed (e.g., for a think-aloud study)?
How were data gathering and analysis interleaved (if at all)? How did early 
analysis shape later data gathering?

Analysis of data How was data analysed in practice? How iterative and reflexive was the 
analysis process?
How was data validated in practice? See Chapter 8.

Reporting What is novel? What is important? What is the evidence to support the 
claims being made?

7.2 SUMMARY AND CHECKLIST: REPORTING A STUDY
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CRITICS AND REVIEWS

CHAPTER  8

Ensuring Quality in Qualitative 
Research

Once a film is ready for release, it will usually be subject to critical review. What 
the critics will see and assess is the finished product. But of course, the quality 
of that product will depend on the quality of the work of the entire film team 
(director, editor, film crew, etc.). It is very difficult to deliver a high quality 
product if you do not have a high quality process. The same is true of qualita-
tive studies. In this chapter, we review quality from the perspectives of both the 
research team and reviewers of the research.

Achieving and communicating quality can be challenging for SSQSs, where there is no 
hypothesis, the themes that emerge from the data may be very different from what the researcher 
expected, and the individual personalities of researchers and participants and their situations can 
have a big influence over the progress of the study and the findings.

8.1 	  STARTING WITH THE BASICS
People who do not appreciate qualitative approaches can subscribe to any of the following views: 
that it is easy, wishy washy, not generalisable, biased, too subjective, lacking in appropriate criteria 
to judge its quality, and that it works within the realms of anecdotes rather than science. This is not 
an exhaustive list and in the worst cases people may subscribe to all of these and more. They may 
perceive qualitative researchers as saying derivations of, “I had a chat with a few people and after 
thinking about it a bit I reckon the system is fairly good.” It is worth deconstructing this view and 
remembering some of the basics of qualitative research that we have covered in previous chapters 
and will cover in this chapter.

•	 “I had a chat…”—this refers to the data gathering technique which should be detailed 
and systematic. In Chapter 4, we outlined many of the methods that are available for 
engaging with rich qualitative material and phenomena in different ways.
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•	 “…with a few people…”—this refers to the sampling technique and recruitment 
strategy. In Chapter 3, we reviewed types of sampling and recruitment for different 
scenarios, which will have a bearing on the data and the resultant findings.

•	 “…and after thinking about it…”—this refers to the type of analysis which can range 
in depth depending on the purpose of the research, the method and data and resources 
and constraints. In Chater 5, we reviewed different coding processes and the QDA 
tools that can support these processes.

•	 “…a bit…”—this refers to the level of rigour in the analysis. In Chater 5 we indicated 
how hours of interviews quickly translates to many days of analysis.

•	 “…I reckon…”—this is the confidence you have in your results which is tied to the 
measures of validity you have employed. We review different techniques for external 
validation in this chapter.

•	 “…the system is fairly good.”—this refers to the claims made from the research. We 
review how these should be transferable and useful, as well as rigorous and creative, 
in this chapter. 

In disciplines such as healthcare, there is a persistent view that randomised controlled trials 
are the “gold standard” that defines criteria for quality in research (Concato et al., 2000). Thankfully, 
the field of HCI has acknowledged that research can demonstrate quality in several ways, and that 
these ways are likely to differ across qualitative and quantitative research. However, there has been 
less recognition so far that quality criteria are also likely to differ across traditions of qualitative 
research. This has resulted in a tendency to dismiss some forms of qualitative research as lacking 
rigour. While this is true of some studies, it often seems to be due to limited understanding of the 
culture, principles and processes of qualitative research. Over time, a more widespread understand-
ing of different types and traditions of qualitative HCI research will address this issue.

8.2 	  BUILDING QUALITY INTO THE PROCESS
One of the challenges for qualitative researchers in HCI is that those who are not familiar with the 
various styles of qualitative research have little idea of how to assess the quality of qualitative re-
search. Many reviewers adopt a particular stance (e.g., positivist or interpretivist), and immediately 
criticise research that does not conform to the expected paradigm. Arguably, on the one hand it is 
incumbent on the authors of a qualitative paper to present their approach and the rationale for it 
clearly, while on the other hand the reviewer has a responsibility to have appropriate expertise or 
an open mind, or to decline to review.
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The following are criteria that have been identified by leading authors and committees who 
have considered the question of what constitutes quality in qualitative research.

Appropriateness of methods: This concerns the overall coherence of the study. Given 
the purpose of the study, were the best possible data gathered from suitable participants, 
in relevant study settings, using appropriate data gathering techniques? Was the data 
analysis approach suitable?

Sensitivity to context: Yardley (2000) emphasises the importance of taking account of 
previous relevant research, as well as listening deeply to participants’ perspectives and 
being sensitive to ethical considerations. Klein and Myers (1999) emphasise the impor-
tance of enabling the reader to fully comprehend the context of the research.

Commitment and rigour: How well does the research engage with the topic and with 
participants? How systematic and thorough was the data analysis?

Transparency and coherence: Yardley (2000) notes the importance of making it clear 
how data was analysed and conclusions drawn. Similarly, Henwood and Pidgeon (1992) 
advocate keeping close to the data so that the link between data and conclusions is 
clear, and maintaining a “paper trail” that is open to external audit to expose the layers 
of analysis.

Impact and importance: Yardley (2000) emphasises the importance of articulating 
clearly both the theoretical and practical significance of findings. In HCI studies, this 
may, but does not necessarily, include “implications for design” (Dourish, 2006). It 
may also include insight that helps to understand work, interaction or experience with 
technology in a new way. Klein and Myers (1999) argue that importance is achieved 
through abstraction and generalisation, i.e., relating the particulars of the study to 
general principles. 

Generalisability: According to Lewis and Ritchie (2003), generalisability can be split 
into theoretical and empirical generalisability. Theoretical generalisability is the extent 
to which the theory and concepts generated from the study apply to existing theory and 
concepts. For example, as discussed in Chapter 6, we made sense of nurses’ interactions 
with computer systems in terms of theory from Communities of Practice (Adams et 
al., 2005). Empirical generalisability is the extent to which the findings from one study 
apply to other contexts. For example, the patterns of behaviour displayed by nurses 
might also apply to radiographers and physiotherapists. By first abstracting the results 
up to broader theory (vertically), the more abstract theory would have wider applicability 
to different contexts (horizontally). 

8.2 BUILDING QUALITY INTO THE PROCESS
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Transferability: While generalisability is determined by researchers, through further 
research, transferability is determined by readers of the research. It is the extent to which 
the findings relate to the reader’s own experiences. To facilitate transferability, Henwood 
and Pidgeon (1992) suggest that researchers should report on the contextual aspects 
of the study. This is so that the reader is equipped to assess the sphere of relevance of 
the findings. Transferability and generalisability are closely linked; findings that can be 
applied to a variety of different study contexts are likely to be more readily applied by 
readers to their own situations. Indeed, Lewis and Ritchie (2003) equate transferability 
with empirical generalisability. 

Reflexivity: Reflexivity involves the researcher asking themselves thoughtful questions 
about their own influence on their findings and research. This is different from reflecting 
on research that involves the researcher asking themselves thoughtful questions about 
their data collection and analysis. Adams et al. (2008) describe two types of reflexivity: 
personal and epistemological reflexivity. Personal reflexivity involves the researcher ask-
ing themselves how their background, sex, interests, expertise, experiences and beliefs are 
shaping (and potentially biasing) the research. Epistemological reflexivity involves the 
researcher asking themselves how their approach, philosophy and theoretical biases are 
shaping (and potentially biasing) the research. 

Figure 8.1: Reflexivity is not just about reflecting on the methods for data collection and analysis, but 
thinking about how one’s background, biases and identity may have impacted the findings for better or 
for worse.
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Theoretical sampling and negative case analysis: Henwood and Pidgeon (1992) 
suggest that actively looking for cases in the data that do not fit emerging theoretical 
findings helps to challenge assumptions and refine the emerging theory. They argue that 
this is closely related to constant comparison—a method advocated within the GT tra-
dition for continually comparing new with existing findings. As well as being sensitive 
to contradictory evidence, Klein and Myers (1999) note the importance of being open 
to multiple interpretations (e.g., contradictory views of the same situation from different 
participants). Opposing views may result in multiple narratives that acknowledge the 
different viewpoints.

Suspicion and scepticism: Klein and Myers (1999) also argue that the analyst should 
be sensitive to possible systematic distortions in qualitative data. These may stem from 
the way participants were recruited, or shaped by people’s motivations for participating 
in the study. Corbin and Strauss (2015) suggest remaining skeptical about emerging 
findings, regularly checking assumptions about whether what we think we are finding is 
actually present in the data.

Iterating between details and big picture: A high-quality qualitative narrative is likely 
to be detailed but also provide the reader with an understanding of the whole—helping 
them to “see the wood from the trees.” Without enough detail, the narrative is likely to 
be unconvincing or superficial. Without some abstraction from the detail, the narrative is 
likely to be difficult to contextualise, impacting transferability. To create a strong narra-
tive, the researcher must cycle between understanding the details of the research and the 
big picture, during data analysis. Corbin and Strauss (2015) suggest regularly stepping 
back from the research “to ask what is going on here in an abstract sense” (p. 21).

Creativity: Many of the quality criteria discussed above emphasise a rigorous and sys-
tematic approach to planning and conducting qualitative research. But creativity is also 
an essential attribute of high-quality research. Creativity involves having ideas that are 
both original and useful (Byron, 2013). Research should be aiming to make an original 
contribution to knowledge—e.g., by reporting findings that enhance or question previ-
ous research, by creating new theory or challenging or enriching existing theory or by 
coming up with novel approaches or designs. That contribution to knowledge should 
generally be useful within and beyond academia—e.g., to HCI researchers, researchers 
from the study domain, HCI practitioners, users and policymakers. Creative thinking 
can be useful at all stages of research, from coming up with research aims or questions 
that have not been examined before, to identifying ways of building on previous re-
search, pioneering new approaches to data collection and analysis and even to reporting 

8.2 BUILDING QUALITY INTO THE PROCESS
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findings. For example, the conventional way of feeding findings from observations of 
information interaction behaviour into design is to make design suggestions for better 
supporting the observed behaviour (which we did in Makri et. al., 2008a); we also cre-
ated two new user evaluation methods underpinned by our theory (Makri et al., 2008b) 
so that HCI designers could use our findings to assess how well existing interactive 
systems support this behaviour. We also reported participants’ memorable examples of 
coming across information serendipitously (Makri and Blandford, 2012; Makri et al., 
2014) more creatively, as “serendipity stories” that were written in the first person and 
based closely on participants’ accounts. We even asked an artist to illustrate some of the 
stories and a voice actor to narrate them, sharing the videos on YouTube and using them 
in presentations (see Figure 8.2).

Figure 8.2: Sample from the “Daily Dose of Tubeworms” artwork. Created by Johanna Basford, artistic 
concept by Mel Woods (https://www.youtube.com/watch?v=Ct00fVYum8Y).

Most of these criteria for quality depend on the researcher conducting high quality data 
gathering, analysing rigorously and reporting with integrity, and presenting the process with clarity 
and transparency. This maximises the potential for the research to be useful to others. Creativity 
is also, however, extremely important; in order for research to be useful it should deliver original 

https://www.youtube.com/watch?v=Ct00fVYum8Y
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insights that allow the reader to think about the research area in new ways. Keeping in mind how 
other people will find your work both useful and insightful is essential.

8.3 	  EXTERNAL VALIDATION: INTER-RATER RELIABILITY, 
TRIANGULATION AND RESPONDENT VALIDATION

There are various approaches that provide external validation of an analysis, which may be appro-
priate and feasible under some circumstances. These include using multiple coders, triangulation 
of data sources and respondent validation. These methods are typically built into the study design.

For positivist studies, the use of multiple coders is widely advocated. Miles and Huberman 
(1994, p. 11) emphasise the importance of conclusions being verified, whether by reference back to 
field notes, achieving “intersubjective consensus” through discussion with colleagues, or replicating 
findings in another dataset. They focus on the agreement of codes between multiple analysts—an 
approach that can be validated through measures of inter-rater reliability if coding is done inde-
pendently. Pennathur et al. (2013) worked in a similar tradition, developing an approach to analysis 
that involved achieving group consensus for reconciling discrepancies between coders rather than 
computing inter-rater reliability. This required that a set of codes had been previously agreed on; 
in their case, these were based on the Systems Engineering Initiative for Patient Safety (SEIPS) 
model (Carayon et al., 2006)—i.e., a particular theoretical perspective.

Having multiple independent coders of data and checking inter-rater reliability is appropri-
ate for studies where codes and their meanings have been agreed on and where the analysis and 
reporting relies heavily on those codes. It is not an appropriate way to validate a rich interpretive 
analysis, as different coders are likely to interpret the data in different (but hopefully complemen-
tary) ways. These types of studies are best validated internally, through regular assumption checking 
and constant comparison.

Another widely used approach is respondent validation, or member checking, in which study 
participants are invited to review the study findings to validate the researcher’s interpretation of 
the data. A variant on this is to have other representatives of the same group (people “like” the 
participants) review the findings. While some (e.g., Lincoln and Guba, 1985) regard this as a 
strong check, others (e.g., Mays and Pope, 2000) highlight weaknesses in the approach, including 
dealing with discrepancies in the responses of participants (which effectively represent new data 
to be analysed) and managing the different priorities and focuses of participants and researchers. 
Rather than conducting standard respondent validation, Henwood and Pidgeon (1992) suggest 
that negotiating interpretations with participants may sometimes be an effective approach to vali-
dating interpretations. 

In other situations, including many interpretivist studies, it is possible to employ triangu-
lation, which involves comparing multiple data sources or different methods of gathering data to 

8.3 EXTERNAL VALIDATION
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corroborate findings. Mackay and Fayard (1997) argue that triangulation is particularly valuable in 
HCI. Guion (2002) lists four different approaches to triangulation.

1.  Data triangulation: data is obtained from multiple sources and compared. These sources 
may be, for example, different participant groups that are each likely to provide insights 
into the research problem. This helps with assessing the generalisability of findings; if 
findings are corroborated across sources, they are more likely to be generalisable. 

2.  Investigator triangulation: different researchers collect and interpret the data; this is 
similar to the use of multiple coders as advocated by Miles and Huberman (1994). But 
the multiple coders are used for both data collection and analysis.

3.  Triangulation of theories: using different theoretical frameworks as lenses on the data 
or findings. This has the potential to provide multiple perspectives on the findings.

4.  Methodological triangulation: employing multiple data gathering techniques (e.g., 
both interviews and observations) can help to ensure the outcome is not a simple func-
tion of the way that data was gathered. 

Mays and Pope (2000) propose that, rather than supporting validation directly, triangulation 
encourages a more reflexive analysis of the available data. Different forms of triangulation can sup-
port data validation and give greater confidence in the findings, in different ways. See the earlier 
discussions on using multiple methods and reflexivity in analysis.

A further, informal, check is face validity: do the findings of the study make sense? Are they 
credible? On its own, face validity is a very weak test, and should always be viewed with a critical 
eye, but the converse can be helpful: findings that lack face validity are rightly viewed with suspicion 
and should be investigated further.

Barbour (2001) suggests that in qualitative healthcare research, there is a tendency towards 
a “checklist mentality”: that what she calls “technical fixes” are being requested by funders or 
reviewers to ensure the rigour of qualitative research, but that applying these fixes blindly and 
prescriptively may not actually improve the research. She highlights five such fixes: purposive sam-
pling; Grounded Theory; multiple coding; triangulation; and respondent validation. For each, she 
discusses the potential benefits (reducing bias; supporting original theorising; enhancing inter-rater 
reliability; checking internal validity; and checking researchers’ interpretations, respectively). She 
also highlights pragmatic limitations of each approach in practice, and argues (p. 1117) that “they 
can strengthen the rigour of qualitative research only if they are embedded in a broad understand-
ing of qualitative research design and data analysis.” We would add that these different checks are 
mutually incompatible: for example, that the positivist assumptions underlying multiple coding are 
inconsistent with the interpretivist stance of GT. Although we present checklists to assist research-
ers, we do not advocate a checklist mentality. In our experience, making sure that there is quality in 
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the process (see previous section) gives much greater assurance of overall quality than retrospective 
quality checking of the outcome. Also, approaches used to ensure quality should be compatible with 
the overall research approach.

8.4 	  SUMMARY AND CHECKLIST: QUALITY OF QUALITATIVE 
RESEARCH

In qualitative HCI studies, the validity, transferability and generalisability of findings is important: 
if design decisions for future systems are to be based on those findings, there has to be confidence 
in their broader applicability, or at least an understanding of how broad their applicability is. Some 
confidence in generalisability can come from relating findings to established theory or by triangu-
lating findings across different data sources; one source of confidence is that the findings from the 
current study are consistent with those from other studies (whether represented directly in their 
findings or through theory that abstracts from findings). If findings differ in interesting ways from 
theory or previous studies, this does not automatically imply lack of generalisability. But it does 
merit further discussion on how the difference can be accounted for (e.g., because of some import-
ant difference in study conditions, such as taking place in a different kind of setting or working 
with a different user population). Alternatively, particularly where there is no relevant prior theory 
or data, the findings from a qualitative study might indicate the need for further research to validate 
those findings.

Quality criteria such as validity, transferability and generalisability help determine how useful 
the research findings are to others. But usefulness also depends on the nature and breadth of insight 
that can be gained from them. The more insightful the findings the more valuable they are likely to 
be, to a broader variety of people—in and beyond academia. Therefore creativity plays an essential, 
but rarely discussed, role in research quality.

For reviewers of papers reporting SSQSs, the question is basic: is this paper worth publish-
ing?; does it make a useful, original and valid contribution to knowledge and to the community? It 
is probably impossible to conduct a “perfect” study in any research paradigm: with more resources, 
it is almost always possible to do a better job. But we should strive to make our research as good as 
we possibly can, rather than simply try to do a “good enough” job.

In earlier chapters, we have outlined some of the dimensions on which qualitative studies 
vary. In this chapter we have summarised key aspects of quality in qualitative studies; methods and 
approaches to quality control and validation should be coherent, and appropriate to the purpose, 
resources and methods of the study.

Checklist G summarises some of the issues that need to be considered when reviewing the 
quality of a study, whether at the time of writing a research proposal or when reviewing a study 
that has been written up.

8.4 SUMMARY AND CHECKLIST: QUALITY OF QUALITATIVE RESEARCH
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Checklist G: Reviewing the quality of a SSQS
Purpose Is the purpose of the study clear?

Is it an important study to conduct?
Is the overall methodology well suited to the purpose of the study?
Is the approach to study design and reporting appropriately creative?

Resources and 
constraints

Was the study well conducted given the constraints of the situation?
Was the recruitment strategy appropriate?
Was the role of the researcher and their relationship with participants clearly 
presented and appropriate?

Ethical 
considerations

Have all ethical considerations been addressed responsibly?

Techniques 
for data 
gathering

Was the way (or ways) data was collected appropriate to the purpose of the 
study?
Were any novel data gathering techniques applied?
Was data gathering sensitive to the context of the study?

Analysis of 
data

Was the data analysis rigorous? Was there sufficient iteration between details 
and big picture?
Has the analysis been sufficiently sceptical, e.g., looking for negative cases and 
contradictory evidence?
What evidence do you have of the validity of the findings?

Reporting Is the reporting clear? Transparent? Thorough?
What evidence is there of researcher integrity (or lack of it) and of commit-
ment and rigour in the way the study was designed and executed?
Is there transparency in the way the study was conducted and reported?
Is the study design coherent?
Is addressing issues of reflexivity appropriate? If so, has it been done well to 
explain influences on the research and findings?
What are the strengths and limitations of the research and have they been 
reported clearly?
Is the scope of the study clear? How generalisable and transferable are the 
findings?
Are the findings original and useful? What is their significance?
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LET THE CREDITS ROLL

CHAPTER  9

Conclusions and Further Resources	

In this book, we have presented an overview of approaches to conducting 
semi-structured qualitative studies in HCI. We hope it is balanced, but we 
will inevitably be more familiar with and biased towards our own styles of ob-
servations and interview studies. We have not discussed in detail what you do 
after analysis and reporting, in terms of informing future design, deployment 
or training. This often involves using the insights from the qualitative study 
in new ways; for example, Vincent and Blandford (2015) used the outputs of 
qualitative studies as inputs for a set of scenarios of use for interactive medical 
devices. Like most other aspects of a qualitative study, this is an opportunity to be creative. But 
this is out of scope for this book. This book has focused mostly on what needs to happen before an 
SSQS (in terms of planning the study), during (in terms of data collection and analysis) and after 
the study (in terms of reporting and review).

9.1 	  QUALITATIVE RESEARCH: A SPACE OF POSSIBILITIES
One of the delights of qualitative studies in HCI is that they frequently deliver interesting, even 
surprising, findings. Qualitative HCI research can deliver rich insights that explain users’ technol-
ogy-related needs and usage—insights that can drive the improvement of existing technologies 
and the design of novel technologies. But not every qualitative research project results in design 
implications, nor is every project an ethnography or a GT. Every qualitative study is different, with 
a unique purpose and its own specific resources and constraints.

Although we have provided checklists with questions to help you reflect on aspects of quali-
tative data collection, analysis and reporting, we do not advocate a checklist mentality to qualitative 
HCI research. It is not possible to conduct a successful study by following procedures blindly and 
rigidly, checklist-style. A basic, superficial understanding of qualitative research is not enough, 
though everyone needs to start somewhere. It is necessary to build an understanding of the details 
to ensure that your work is high quality and results in findings that are original, insightful and 
useful. Instead of presenting a step-by-step guide, we have taken you behind the scenes to provide 
you with a better understanding of the decisions you need to make when undertaking qualitative 
HCI research.
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Our aim in this book has been to lay out a space of possibilities and considerations for 
Semi-Structured Qualitative Studies in HCI. Because SSQSs are suitable for addressing a range 
of research questions, and because every study setting is different, there is no “one size fits all” ap-
proach: methods need to be adapted to work with the specific purpose, resources and constraints 
of your project. The challenge for the HCI researcher is to navigate their way through the space of 
possibilities, understanding the theoretical perspectives from which different authors are writing 
and constructing their own approach—an approach that appropriately addresses the purpose of the 
study, and is sympathetic to the researcher’s competencies and biases and to the resources available. 
In Chapter 2 (Tables 2.1 and 2.2) we have outlined the purposes for which common methods and 
approaches are well suited; even if we have not covered every possible approach, we hope that we 
have equipped you to think critically about the suitability of different methods and approaches for 
addressing particular research questions and to be appropriately creative in your study design.

Named methods should not be used as “bumper stickers” but as a means of engaging with 
thoughtful questions about how you collect and analyse your data and report your findings. It is 
particularly important to demonstrate integrity throughout the research process, including when 
reporting findings. Clarity and transparency can help to demonstrate integrity. It is also important 
to describe your approach in enough detail to enable others to judge the quality of the work, its 
transferability to other settings and the implications for design and for future research and practice.

9.2 	  FURTHER RESOURCES
In preparing this book, we have drawn extensively on our own experiences of conducting and re-
porting qualitative studies, and those of our students. We have also consulted colleagues, textbooks, 
and web resources. There are also many further resources (e.g., from the social sciences) describing 
approaches to qualitative data analysis in detail. For example, Grbich (2013) presents over a dozen 
different approaches, including what she terms “classical ethnography,” three variants of GT, cyber 
ethnography (focusing on internet use) and various approaches for analysing existing qualitative 
data. Flick (2009), Silverman (2013), Smith (2008) and Willig (2008) all present good general 
overviews of qualitative methods. There are also resources that focus specifically on data gathering, 
analysis or reporting. For example, Kvale and Brinkmann (2009) focus primarily on data gathering; 
Miles and Huberman (1994), Grbich (2013) and Braun and Clarke (2006) focus on analysis; Morse 
(1997), Thimbleby (2008) and Wolcott (2009) focus on reporting and other aspects of closing off 
a research project. You will probably find some resources that really work for you and others that 
do not. For example, the descriptions of TA by Braun and Clarke (2006) and by Joffe (2012) are 
likely to appeal to different people, or seem most applicable in different circumstances. Similarly, 
the different presentations and variations of GT work more or less well for different people and in 
different situations. You need to find what works best for you.
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Figure 9.1: Integrity is important throughout the research process, from planning to data gathering 
and analysis. If something does not feel comfortable, explore why; e.g., it could be that some evidence 
is thin or you notice a source of potential bias. An open and thorough reflection on the limitations of 
the study and its claims can help instil integrity in the work when reporting.

9.3 	  GOING BEHIND THE SCENES
A good documentary film shares many similarities with quality research. Both must have a clear 
and well-defined purpose, and well-thought-out rationale for who will be taking part and why. 
Both require painstaking commitment and dedication when gathering data/getting footage. No 
matter how good the analysis/editing, the final outcome will not be interesting or useful without 
high quality raw material. Thoughtful, thorough analysis/editing is also essential for turning the raw 
material into a compelling, engaging narrative. Clarity, transparency and above all integrity are im-

9.3 GOING BEHIND THE SCENES
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portant when presenting the final outcome to ensure others rate the work highly. Creativity is also 
important when presenting the final outcome, to ensure originality. The aim should be to provide 
the audience with a new perspective that challenges their existing assumptions. Finally, keeping 
quality criteria firmly in mind is important both when creating a documentary and carrying out 
qualitative research; knowing how reviewers/critics will judge your work allows you to reflect on 
how to achieve those criteria throughout the planning and execution process and when finished.

Putting together a qualitative HCI research production can be an exciting, intellectually 
stimulating and rewarding experience—where the process is as enjoyable as the product. We hope 
that now we have taken you behind the scenes, you will be more empowered to plan, conduct, anal-
yse and report a high standard of qualitative HCI research. And that you will enjoy the experience. 
That’s a wrap!
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