
http://freepdf-books.com

http://www.allitebooks.org
http://www.a-pdf.com/?tr-demo


http://freepdf-books.com

http://www.allitebooks.org


Software Networks 
  

http://freepdf-books.com

http://www.allitebooks.org


 

 

 

http://freepdf-books.com

http://www.allitebooks.org


Advanced Networks Set 
coordinated by  

Guy Pujolle  

Volume 1 

Software Networks 
 
 

Virtualization, SDN, 5G and Security 
 

 
 
 
 
 
 

Guy Pujolle  
 

 
 
 
 
 
 
 
 

  
 
 

http://freepdf-books.com

http://www.allitebooks.org


 
 
 

 

 

First published 2015 in Great Britain and the United States by ISTE Ltd and John Wiley & Sons, Inc. 

Apart from any fair dealing for the purposes of research or private study, or criticism or review, as 
permitted under the Copyright, Designs and Patents Act 1988, this publication may only be reproduced, 
stored or transmitted, in any form or by any means, with the prior permission in writing of the publishers, 
or in the case of reprographic reproduction in accordance with the terms and licenses issued by the  
CLA. Enquiries concerning reproduction outside these terms should be sent to the publishers at the 
undermentioned address: 

ISTE Ltd  John Wiley & Sons, Inc.  
27-37 St George’s Road  111 River Street 
London SW19 4EU Hoboken, NJ 07030 
UK  USA  

www.iste.co.uk  www.wiley.com 

 

 

© ISTE Ltd 2015 
The rights of Guy Pujolle to be identified as the author of this work have been asserted by him in 
accordance with the Copyright, Designs and Patents Act 1988. 

Library of Congress Control Number:  2015942608 
 
British Library Cataloguing-in-Publication Data 
A CIP record for this book is available from the British Library  
ISBN 978-1-84821-694-5 

 

http://freepdf-books.com

http://www.allitebooks.org


 

Contents 

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   ix 

CHAPTER 1. VIRTUALIZATION . . . . . . . . . . . . . . . . . . . . . . . . . .   1 

1.1. Software networks . . . . . . . . . . . . . . . . . . . . . . . . . . . .   5 
1.2. Hypervisors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   7 
1.3. Virtual devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   11 
1.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   12 

CHAPTER 2. SDN (SOFTWARE-DEFINED NETWORKING) . . . . . . . . . .   15 

2.1.The objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   16 
2.2. The ONF architecture . . . . . . . . . . . . . . . . . . . . . . . . . .   19 
2.3. NFV (Network Functions Virtualization) . . . . . . . . . . . . . . .   25 
2.4. OPNFV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   27 
2.5. Southbound interface . . . . . . . . . . . . . . . . . . . . . . . . . . .   28 
2.6. The controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   29 
2.7. Northbound interface . . . . . . . . . . . . . . . . . . . . . . . . . . .   31 
2.8. Application layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   32 
2.9. Urbanization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   33 
2.10. The NSX architecture . . . . . . . . . . . . . . . . . . . . . . . . . .   36 
2.11. CISCO ACI (Application Centric Infrastructure) . . . . . . . . .   40 
2.12. OpenContrail and Juniper . . . . . . . . . . . . . . . . . . . . . . .   42 
2.13. Brocade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   43 
2.14. Alcatel Lucent’s SDN architecture . . . . . . . . . . . . . . . . . .   44 
2.15. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   45 

http://freepdf-books.com

http://www.allitebooks.org


vi     Software Networks 

CHAPTER 3. SMART EDGES . . . . . . . . . . . . . . . . . . . . . . . . . .   49 

3.1. Placement of the controller . . . . . . . . . . . . . . . . . . . . . .   49 
3.2. Virtual access points. . . . . . . . . . . . . . . . . . . . . . . . . .   55 
3.3. Software LANs . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   58 
3.4. Automation of the implementation of  
software networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   60 
3.5. Intelligence in networks . . . . . . . . . . . . . . . . . . . . . . .   61 
3.6. Management of a complex environment . . . . . . . . . . . . . .   62 
3.7. Multi-agent systems . . . . . . . . . . . . . . . . . . . . . . . . . .   65 
3.8. Reactive agent systems . . . . . . . . . . . . . . . . . . . . . . . .   70 
3.9. Active networks . . . . . . . . . . . . . . . . . . . . . . . . . . . .   72 
3.10. Programmable networks . . . . . . . . . . . . . . . . . . . . . .   74 
3.11. Autonomous networks . . . . . . . . . . . . . . . . . . . . . . . .   74 
3.12. Autonomic networks . . . . . . . . . . . . . . . . . . . . . . . . .   75 
3.13. Situated view . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   77 
3.14. Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   79 

CHAPTER 4. NEW-GENERATION PROTOCOLS . . . . . . . . . . . . . . .   81 

4.1. OpenFlow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   83 
4.2. VXLAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   90 
4.3. NVGRE (Network Virtualization using  
Generic Routing Encapsulation) . . . . . . . . . . . . . . . . . . . . .   91 
4.4. MEF Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   92 
4.5. Carrier-Grade Ethernet . . . . . . . . . . . . . . . . . . . . . . . .   93 
4.6. TRILL (Transparent Interconnection of a Lot  
of Links) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   97 
4.7. LISP (Locator/Identifier Separation Protocols) . . . . . . . . . .   99 
4.8. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   100 

CHAPTER 5. MOBILE CLOUD NETWORKING  AND  
MOBILITY CONTROL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   103 

5.1. Mobile Cloud Networking . . . . . . . . . . . . . . . . . . . . . .   103 
5.2. Mobile Clouds . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   108 
5.3. Mobility control . . . . . . . . . . . . . . . . . . . . . . . . . . . .   110 
5.4. Mobility protocols . . . . . . . . . . . . . . . . . . . . . . . . . . .   115 
5.5. Mobility control . . . . . . . . . . . . . . . . . . . . . . . . . . . .   116 

5.5.1. IP Mobile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   116 
5.5.2. Solutions for micromobility . . . . . . . . . . . . . . . . . . .   117 

5.6. Multihoming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   119 
5.7. Network-level multihoming . . . . . . . . . . . . . . . . . . . . .   121 

http://freepdf-books.com

http://www.allitebooks.org


Contents     vii 

5.7.1. HIP (Host Identity Protocol) . . . . . . . . . . . . . . . . . . .   122 
5.7.2. SHIM6 (Level 3 Multihoming Shim  
Protocol for IPv6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   124 
5.7.3. mCoA (Multiple Care-of-Addresses)  
in Mobile IPv6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   125 

5.8. Transport-level multihoming . . . . . . . . . . . . . . . . . . . . .   127 
5.8.1. SCTP (Stream Control Transmission Protocol) . . . . . . . .   127 
5.8.2. CMT (Concurrent Multipath Transfer) . . . . . . . . . . . . .   132 
5.8.3. MPTCP (Multipath TCP) . . . . . . . . . . . . . . . . . . . . .   135 

5.9. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   135 

CHAPTER 6. WI-FI AND 5G . . . . . . . . . . . . . . . . . . . . . . . . . . .   137 

6.1. 3GPP and IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   138 
6.2. New-generation Wi-Fi . . . . . . . . . . . . . . . . . . . . . . . . .   139 
6.3. IEEE 802.11ac . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   140 
6.4. IEEE 802.11ad . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   142 
6.5. IEEE 802.11af . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   143 
6.6. IEEE 802.11ah . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   145 
6.7. Small cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   147 
6.8. Femtocells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   148 
6.9. Hotspots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   151 
6.10. Microcells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   153 
6.11. Wi-Fi Passpoint . . . . . . . . . . . . . . . . . . . . . . . . . . . .   153 
6.12. Backhaul networks . . . . . . . . . . . . . . . . . . . . . . . . . .   158 
6.13. Software radio and radio virtual machine . . . . . . . . . . . . .   160 
6.14. 5G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   162 
6.15. C-RAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   168 
6.16. The Internet of Things . . . . . . . . . . . . . . . . . . . . . . . .   171 
6.17. Sensor networks . . . . . . . . . . . . . . . . . . . . . . . . . . . .   172 
6.18. RFID . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   174 
6.19. EPCglobal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   177 
6.20. Security of RFID . . . . . . . . . . . . . . . . . . . . . . . . . . .   178 
6.21. Mifare . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   179 
6.22. NFC (Near-Field Comunication) . . . . . . . . . . . . . . . . . .   180 
6.23. Mobile keys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   181 
6.24. NFC contactless payment . . . . . . . . . . . . . . . . . . . . . .   182 
6.25. HIP (Host Identity Protocol). . . . . . . . . . . . . . . . . . . . .   184 
6.26. The Internet of Things in the medical domain . . . . . . . . . .   184 
6.27. The Internet of Things in the home . . . . . . . . . . . . . . . . .   186 
6.28. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   187 

http://freepdf-books.com

http://www.allitebooks.org


viii     Software Networks 

CHAPTER 7. SECURITY . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   189 

7.1. Secure element . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   191 
7.2. Virtual secure elements . . . . . . . . . . . . . . . . . . . . . . . .   195 
7.3. The TEE (Trusted Execution Environment) . . . . . . . . . . . .   197 
7.4. TSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   199 
7.5. Solution without a TSM . . . . . . . . . . . . . . . . . . . . . .   203 
7.6. HCE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   204 
7.7. Securing solutions . . . . . . . . . . . . . . . . . . . . . . . . . .   205 
7.8. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   212 

CHAPTER 8. CONCRETIZATION AND MORPHWARE  
NETWORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   213 

8.1. Accelerators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   214 
8.2. A reconfigurable microprocessor . . . . . . . . . . . . . . . . .   215 
8.3. Morphware networks . . . . . . . . . . . . . . . . . . . . . . . .   220 
8.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   223 

CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   225 

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   229 

INDEX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   231 

http://freepdf-books.com

http://www.allitebooks.org


 

Introduction 

Currently, networking technology is experiencing its third major 
wave of revolution. The first was the move from circuit-switched 
mode to packet-switched mode, and the second from hardwired to 
wireless mode. The third revolution, which we examine in this book, 
is the move from hardware to software mode. Let us briefly examine 
these three revolutions, before focusing more particularly on the third, 
which will be studied in detail in this book. 

I.1. The first two revolutions 

A circuit is a collection of hardware and software elements, 
allocated to two users – one at each end of the circuit. The resources 
of that circuit belong exclusively to those two users; nobody else can 
use them. In particular, this mode has been used in the context of the 
public switched telephone network (PSTN). Indeed, telephone voice 
communication is a continuous application for which circuits are very 
appropriate.  

A major change in traffic patterns brought about the first great 
revolution in the world of networks, pertaining to asynchronous and 
non-uniform applications. The data transported for these applications 
make only very incomplete use of circuits, but are appropriate for 
packet-switched mode. When a message needs to be sent from a  
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x     Software Networks 

transmitter to a receiver, the data for transmission are grouped 
together in one or more packets, depending on the total size of the 
message. For a short message, a single packet may be sufficient; 
however, for a long message, several packets are needed. The packets 
then pass through intermediary transfer nodes between the transmitter 
and the receiver, and ultimately make their way to the end-point. The 
resources needed to handle the packets include memories, links 
between the nodes and sender/receiver. These resources are shared 
between all users. Packet-switched mode requires a physical 
architecture and protocols – i.e. rules – to achieve end-to-end 
communication. Many different architectural arrangements have been 
proposed, using protocol layers and associated algorithms. In the early 
days, each hardware manufacturer had their own architecture (e.g. 
SNA, DNA, DecNet, etc.). Then, the OSI model (Open System 
Interconnection) was introduced in an attempt to make all these 
different architectures mutually compatible. The failure of 
compatibility between hardware manufacturers, even with a common 
model, led to the re-adoption of one of the very first architectures 
introduced for packet-switched mode: TCP/IP (Transport Control 
Protocol/Internet Protocol). 

The second revolution was the switch from hardwired mode to 
wireless mode. Figure I.1 shows that, by 2020, terminal connection 
should be essentially wireless, established using Wi-Fi technology, 
including 3G/4G/5G technology. In fact, increasingly, the two 
techniques are used together, as they are becoming mutually 
complimentary rather than representing competition for one another. 
In addition, when we look at the curve shown in Figure I.2, plotting 
worldwide user demand against the growth of what 3G/4G/5G 
technology is capable of delivering, we see that the gap is so 
significant that only Wi-Fi technology is capable of handling the 
demand. We shall come back to wireless architectures, because the 
third revolution also has a significant impact on this transition toward 
radio-based technologies. 
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xii     Software Networks 

I.2. The third revolution 

The third revolution, which is our focus in this book, pertains to the 
move from hardware-based mode to software-based mode. This 
transition is taking place because of virtualization, whereby physical 
networking equipment is replaced by software fulfilling the same 
function. 

Let us take a look at the various elements which are creating a new 
generation of networks. To begin with, we can cite the Cloud. The 
Cloud is a set of resources which, instead of being held at the premises 
of a particular company or individual, are hosted on the Internet. The 
resources are de-localized, and brought together in resource centers, 
known as datacenters.  

The reasons for the Cloud’s creation stem from the low degree 
of use of server resources worldwide: only 10% of servers’ 
capacities is actually being used. This low value derived from the 
fact that servers are hardly used at all at night-time, and see 
relatively little use outside of peak hours, which represent no more 
than 4-5 hours each day. In addition, the relatively-low cost of 
hardware meant that, generally, servers were greatly oversized. 
Another factor which needs to be taken into account is the rising 
cost of personnel to manage and control the resources. In order to 
optimize the cost both of resources and engineers, those resources 
need to be shared. The purpose of Clouds is to facilitate such 
sharing in an efficient manner. 

Figure I.3 shows the growth of the public Cloud services market. 
Certainly, that growth is impressive, but in the final analysis, it is 
relatively low in comparison to what it could have been if there were 
no problems of security. Indeed, as the security of the data uploaded to 
such systems is rather lax, there has been a massive increase in private 
Clouds, taking the place of public Cloud services. In Chapter 6, we 
shall examine the advances made in terms of security, with the advent 
of secure Clouds. 
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The use of Cloud services has meant a significant increase in the data 
rates being sent over the networks. Indeed, processing is now done 
centrally, and both the data and the signaling must be sent to the Cloud 
and then returned after processing. We can see this increase in data rate 
requirement by examining the market of Ethernet ports for datacenters. 
Figure I.5 plots shipments of 1 Gbps Ethernet ports against those of 
10 Gbps ports. As we can see, 1 Gbps ports, which are already fairly fast, 
are being replaced by ports that are ten times more powerful. 

 

Figure I.5. The rise in power of Ethernet ports for datacenters 

The world of the Cloud is, in fact, rather diverse, if we look at the 
number of functions which it can fulfill. There are numerous types  
of Clouds available, but three categories, which are indicated in  
Figure I.6, are sufficient to clearly differentiate them. The category 
which offers the greatest potential is the SaaS (Software as a Service) 
cloud. SaaS makes all services available to the user– processing, 
storage and networking. With this solution, a company asks its Cloud 
provider to supply all necessary applications. Indeed, the company 
subcontracts its IT system to the Cloud provider. With the second 
solution – PaaS (Platform as a Service) – the company remains 
responsible for the applications. The Cloud provider offers a complete 
platform, leaving only the management of the applications to the 
company. Finally, the third solution – IaaS (Infrastructure as a 
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In the techniques which we shall examine in detail hereafter, we 
find SDN (Software-Defined Networking), whereby multiple 
forwarding tables are defined, and only datacenters have sufficient 
processing power to perform all the operations necessary to manage 
these tables. One of the problems is determining the necessary size of 
the datacenters, and where to build them. Very roughly, there are a 
whole range of sizes, from absolutely enormous datacenters, with a 
million servers, to femto-datacenters, with the equivalent of only a 
few servers, and everything in between. 

I.3. “Cloudification” of networks 

The rise of this new generation of networks, based on datacenters, 
has an impact on energy consumption in the world of ICT. This 
consumption is estimated to account for between 3% and 5% of the 
total carbon footprint, depending on which study we consult. 
However, this proportion is increasing very quickly with the rapid 
rollout of datacenters and antennas for mobile networks. By way of 
example, a datacenter containing a million servers consumes 
approximately 100 MW. A Cloud provider with ten such datacenters 
would consume 1 GW, which is the equivalent of a sector in a nuclear 
power plant. This total number of servers has already been achieved or 
surpassed by ten well-known major companies. Similarly, the number 
of 2G/3G/4G antennas in the world is already more than 10 million. 
Given that, on average, consumption is 1500 W per antenna (2000 W 
for 3G/4G antennas but significantly less for 2G antennas), this 
represents around 15 GW worldwide. 

Continuing in the same vein, the carbon footprint produced by 
energy consumption in the world of ICT is projected to reach 20% by 
2025. Therefore, it is absolutely crucial to find solutions to offset this 
rise. We shall come back to this in the last chapter of this book, but 
there are solutions that already exist and are beginning to be used. 
Virtualization represents a good solution, whereby multiple virtual 
machines are hosted on a common physical machine, and a large 
number of servers are placed in standby mode (low power) when not 
in use. Processors also need to have the ability to drop to very low 
speeds of operation whenever necessary. Indeed, the power 
consumption is strongly proportional to processor speed. When the 
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processor has nothing to do, it almost stops, and then speeds up 
depending on the workload received. 

Mobility is also another argument in favor of adopting a new form 
of network architecture. We can show that by 2020, 95% of devices 
will be connected to the network by a wireless solution. Therefore, we 
need to manage the mobility problem. Thus, the first order of business 
is management of multi-homing – i.e. being able to connect to several 
networks simultaneously. The word “multi-homing” stems from the 
fact that the terminal receives several IP addresses, assigned by the 
different connected networks. These multiple addresses are complex 
to manage, and the task requires specific characteristics. Mobility also 
involves managing simultaneous connections to several networks. On 
the basis of certain criteria (to be determined), the packets can be 
separated and sent via different networks. Thus, they need to be  
re-ordered when they arrive at their destination, which can cause 
numerous problems. Mobility also raises the issues of addressing and 
identification. If we use the IP address, it can be interpreted in two 
different ways: user identification enables us to determine who the 
user is, but an address is also required, to show where that user is. The 
difficulty lies in dealing with these two concepts simultaneously. 
Thus, when a customer moves sufficiently far to go beyond the sub-
network with which he/she is registered, it is necessary to assign a 
new IP address to the device. This is fairly complex from the point of 
view of identification. One possible solution, as we can see, is to give 
two IP addresses to the same user: one reflecting his/her identity and 
the other the location. 

Another revolution that is currently under way pertains to the 
“Internet of Things” (IoT): billions of things will be connected within 
the next few years. The prediction is that 50 billion will be connected 
to the IoT by 2020. In other words, the number of connections will 
likely increase tenfold in the space of only a few years. The “things” 
belong to a variety of domains: 1) domestic, with household electrical 
goods, home health care, home management, etc.;  
2) medicine, with all sorts of sensors both on and in the body to 
measure, analyze and perform actions; 3) business, with light level 
sensors, temperature sensors, security sensors, etc. Numerous 
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problems arise in this new universe, such as identity management and 
the security of communications with the sensors. The price of 
identification is often set at $40 per object, which is absolutely 
incompatible with the cost of a sensor which is often less than $1. 
Security is also a complex factor, because the sensor has very little 
power, and is incapable of performing sufficiently-sophisticated 
encryption to ensure the confidentiality of the transmissions. 

Finally, there is one last reason to favor migration to a new 
network: security. Security requires a precise view and understanding 
of the problems at hand, which range from physical security to 
computer security, with the need to lay contingency plans for attacks 
that are sometimes entirely unforeseeable. The world of the Internet 
today is like a bicycle tire which is now made up entirely of patches 
(having been punctured and repaired multiple times), and every time 
an attack succeeds, a new patch is added. Such a tire is still 
roadworthy at the moment, but there is the danger that it will burst if 
no new solution is envisaged in the next few years. At the end of this 
book, in Chapter 7, we shall look at the secure Cloud, whereby, in a 
datacenter, a whole set of solutions is built around specialized virtual 
machines to provide new elements, the aim of which is to enhance the 
security of the applications and networks. 

An effective security mechanism must include a physical element: 
a safe box to protect the important elements of the arsenal, necessary 
to ensure confidentiality, authentication, etc. Software security is a 
reality, and to a large extent, may be sufficient for numerous 
applications. However, secure elements can always be circumvented 
when all of the defenses are software-based. This means that, for new 
generations, there must be a physical element, either local or remote. 
This hardware element is a secure microprocessor known as a “secure 
element”. A classic example of this type of device is the smartcard, 
used particularly prevalently by telecom operators and banks. 

Depending on whether it belongs to the world of business or public 
electronics, the secure element may be found in the terminal, near to 
it, or far away from the terminal. We shall examine the different 
solutions in the subsequent chapters of this book. 
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Virtualization also has an impact on security: the power of the 
Cloud, with specialized virtual machines, means that attackers have 
remarkable striking force at their disposal. In the last few years, 
hackers’ ability to break encryption algorithms has increased by a 
factor of 5-6. 

Another important point which absolutely must be integrated in 
networks is “intelligence”. So-called “intelligent networks” have had 
their day, but the intelligence in this case was not really what we mean 
by “intelligence” in this field. Rather, it was a set of automatic 
mechanisms, employed to deal with problems perfectly determined in 
advance, such as a signaling protocol for providing additional features 
in the telephone system. Here, intelligence pertains to learning 
mechanisms and intelligent decisions based on the network status and 
user requests. The network needs to become an intelligent system, 
capable of making decisions on its own. One solution to help move in 
this direction was introduced by IBM in the early 2000s: “autonomic”. 
“Autonomic” means autonomous and spontaneous – autonomous  
in the sense that every device in the network must be able to 
independently make decisions with knowledge of the situated  
view, i.e. the state of the nodes surrounding it within a certain  
number of hops. The solutions that have been put forward to  
increase the smartness of the networks are influenced by Cloud 
technology. We shall discuss them in detail in the chapter on  
“smart edges” (Chapter 3). 

Finally, one last point, which could be viewed as the fourth 
revolution, is concretization – i.e. the opposite of virtualization. 
Indeed, the problem with virtualization is a significant reduction in 
performance, stemming from the replacement of hardware with 
software. There are a variety of solutions that have been put forward 
to regain the performance: software accelerators and, in particular, the 
replacement of software with hardware, in the step of concretization. 
The software is replaced by reconfigurable hardware, which can 
transform depending on the software needing to be executed. This 
approach is likely to create morphware networks, which will be 
described in Chapter 8. 
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I.4. Conclusion 

In conclusion, the world of networks is changing greatly, for the 
reasons listed above. It is changing more quickly than might have 
been expected a few years ago. One initial proposition was put 
forward, but failed: starting again from scratch. This is known as the 
“Clean Slate Approach”: eliminating everything and starting again 
from nothing. Unfortunately, no concrete proposition has been 
adopted, and the transfer of IP packets continues to be the solution for 
data transport. However, in the numerous propositions, virtualization 
and the Cloud are the two main avenues which are widely used today 
and upon which this book focuses. 
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Virtualization 

In this chapter, we introduce virtualization, which is at the root of 
the revolution in the networking world, as it involves constructing 
software networks to replace hardware networks. 

Figure 1.1 illustrates the process of virtualization. We simply need 
to write a code which performs exactly the same function as the 
hardware component. With only a few exceptions, which we shall 
explore later on, all hardware machines can be transformed into 
software machines. The basic problem associated with virtualization is 
the significant reduction in performance. On average (though the 
reality is extremely diverse), virtualization reduces performance by a 
factor of 1000: that is, the resulting software, executed on the physical 
machine that has been virtualized, runs 1000 times more slowly. In 
order to recover from this loss of performance, we simply need to run 
the program on a machine that is 1000 times more powerful. This 
power is to be found in the datacenters hosted in Cloud environments 
that are under development in all corners of the globe. 

It is not possible to virtualize a certain number of elements, such as 
an antenna or a sensor, since there is no piece of software capable of 
picking up electromagnetic signals or detecting temperature. Thus, we 
still need to keep hardware elements such as the metal wires and 
optical links, or the transmission/reception ports of a router and a 
switch. Nevertheless, all of the signal-processing operations can be 
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The hypervisor is a virtual machine monitor (VMM), which is often 
open source. Hypervisors operate on standard hardware platforms. In 
addition to the VMM, running directly on the physical hardware, the 
architecture generally comprises a number of domains running 
simultaneously, as we have seen, on top of the hypervisor, called virtual 
machines. Each virtual machine may have its own operating system and 
applications. The VMM controls access to the hardware from the 
various domains, and manages the sharing of the resources between the 
different domains. Thus, one of the VMM’s main tasks is to isolate the 
different virtual machines, so that the execution of one virtual machine 
does not affect the performances of the others. 

All peripheral drivers are kept in an isolated domain specific to 
them. Known as “domain zero” (dom0), it offers a reliable and 
effective physical support. Dom0 has special privileges in comparison 
to other domains, known as “user domains” (domU) and, for example, 
has unfettered access to the hardware of the physical machine. User 
domains have virtual drivers, and operate as though they have direct 
access to the hardware. However, in reality, those virtual driver 
communicate with the dom0 in order to access the physical hardware. 

The hypervisor virtualizes a single physical network interface,  
de-multiplexing the incoming packets from the physical interface to 
the user domains and, conversely, multiplexing the outgoing packets 
generated by those user domains. In this procedure, known as 
virtualization of the network input/output, the domain 0 directly 
accesses the input/output peripherals, using their native drivers, and 
performs input/output operations on behalf of the domUs. 

The user domains employ virtual input/output peripherals, 
controlled by virtual drivers, to ask the dom0 for access to the 
peripheral. Each user domain has its own virtual network interfaces, 
known as foreground interfaces, which are required for network 
communications. The background interfaces are created in the dom0, 
corresponding to each foreground interface in a user domain, and act 
as proxy for the virtual interfaces in the dom0. The foreground and 
background interfaces are connected to one another via an 
input/output channel, which uses a zero-copy mechanism to match the 
physical page containing the packet and the target domain. Thus, the 
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Each software network may have its own architecture and its own 
characteristics. One software network could be devoted to a VoIP 
service, another to IP-TV, a third to a highly-secure application, a 
fourth to channeling professional applications, a fifth for 
asynchronous applications such as electronic messaging, etc. We 
could, in fact, practically create a software network for each user. The 
personalized software network is set up at the moment when the user 
connects. It is eliminated when the user signs out. However, this 
solution does not scale up, and today we are limited to a number of 
software networks suited to the hardware capacity of the underlying 
physical infrastructure. Each software network receives resources 
allocated to it on the basis of the user demands. 

It should be noted that, in general, the virtual nodes are found in 
datacenters, which may be of varying size and importance: enormous 
central datacenters, regional datacenters, local datacenters and small 
datacenters such as femto-datacenters. We shall come back later on to 
the choices which may be made in this field. 

One of the characteristics of software networks is that the virtual 
machines can be migrated from one physical machine to another. This 
migration may be automated based on whether a node is overloaded or 
out of order. 

In the physical nodes which support the software networks, we can 
add other types of virtual machines such as firewalls, SIP servers for 
VoIP, ADSL router, etc. The networks themselves, as stated above, 
may obey a variety of different protocol architectures such as 
TCP/IPv4, UDP/IPv4, IPv6, MPLS, Ethernet Carrier Grade, TRILL, 
LISP, etc. 

Isolation is, of course, a crucial property, because it is essential to 
prevent a problem on one software network from having repercussions 
for the other networks. The handover of streams from one software 
network to another must take place via a secure gateway outside of the 
data plane. This is absolutely necessary to prevent contamination 
between networks, such as a complete shutdown for a network 
attacked by a distributed denial of service (DDOS). 
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More generally, we carry out what is known as urbanization: we 
migrate the virtual machines to different physical machines until we 
obtain optimal performance. Urbanization is greatly used for 
optimization in terms of energy consumption or workload distribution, 
but also to optimize the cost of the software networks or to make the 
network highly reliable or resilient. For example, in order to optimize 
energy consumption, we need to bring together the virtual machines 
on shared nodes and switch off all the nodes which are no longer 
active. In actual fact, these machines would not be shut down but 
rather placed on standby, which does still consume a small amount of 
energy, but only a very small amount. The major difficulty with 
urbanization arises when it is necessary to optimize all operational 
criteria, because they are often incompatible – e.g. optimizing 
consumption and performance at the same time. 

A very important characteristic is isolation: the software networks 
must be isolated from one another, so that an attack on one network 
does not affect the other networks. Isolation is complex, because 
simultaneously, we need to share the common resources and be sure 
that, at all times, each network has access to its own resources, 
negotiated at the time of establishment of the software network. In 
general, a token-based algorithm is used. Every virtual device on 
every software network receives tokens according to the resources 
attributed to it. For example, for a physical node, ten tokens might be 
distributed to network 1, five tokens to network 2 and one token to 
network 3. The networks spend their tokens on the basis of certain 
tasks performed, such as the transmission of n bytes. At all times, each 
device can have its own tokens and thus have a minimum data rate, 
determined when the resources were allocated. However, a problem 
arises if a network does not have packets to send, because then it does 
not spend its tokens. A network may have all of its tokens when the 
other networks have already spent all of theirs. In this case, so as not 
to immobilize the system, we allocate negative tokens to the other two 
networks, which can then surpass the usage rate defined when their 
resources were allocated. When the sum of the remaining tokens less 
the negative tokens is equal to zero, then the machine’s basic tokens 
are redistributed. This enables us to maintain isolation whilst still 
sharing the hardware resources. In addition, we can attach a certain 
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priority to a software network whilst preserving the isolation, by 
allowing that particular network to spend its tokens as a matter of 
priority over the other networks. This is relative priority, because each 
network can, at any moment, recoup its basic resources. However, the 
priority can be accentuated by distributing any excess resources to the 
priority networks, which will then always have a token available to 
handle a packet. Of course, isolation requires other characteristics of 
the hypervisors and the virtualization techniques, which we shall not 
discuss in this book. 

Virtualization needs to be linked to other features in order to fully 
make sense. SDN (Software-Defined Networking) is one of the 
paradigms strongly linked to virtualization, because it involves the 
uncoupling of the physical part from the control part. The control part 
can be virtualized and deported onto another machine, which enables 
us, for example, to have both a far great processing power than on the 
original machine, and also a much larger memory available. 

1.3. Virtual devices 

All devices can be virtualized, with the exception of those which 
handle the reception of terrestrial and wireless signals, such as 
electromagnetic signals or atmospheric pressure. For example, an 
antenna or thermometer could not be replaced by a piece of software. 
However, the signal received by that antenna or thermometer can be 
processed by a virtual machine. A sensor picking up a signal can 
select an appropriate virtual machine to process the signal in order to 
achieve a result that is appropriate for the demand. The same antenna 
might, for example, receive signals from a Wi-Fi terminal but also 
signals from a 4G terminal. On the basis of the type of signal, an 
initial virtual machine determines which technology is being used, and 
sends the signal to the virtual machine needed for its processing. This 
is known as SDR (Software-Defined Radio), which is becoming 
increasingly widely used, and enables us to delocalize the processing 
operation to a datacenter. 

The networking machines which we know can always be 
virtualized, either completely or at least partially: the processing part, 
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the control part and the management part. Thus, today, we can 
uncouple a physical machine which, in the past, was unique, into 
several different machines – one of them physical (e.g. a transceiver 
broadcasting along a metal cable) and the others virtual. One of the 
advantages of this uncoupling is that we can deport the virtual parts 
onto other physical machines for execution. This means that we can 
adapt the power of the resources to the results we wish to obtain. 
Operations originating on different physical machines can be 
multiplexed onto the same software machine on a single physical 
server. This solution helps us to economize on the overall cost of the 
system, but also on the energy expended, by grouping together the 
necessary power using a single machine that is much more powerful 
and more economical. 

Today, all legacy machines in the world of networking have either 
been virtualized already or are in the process of being virtualized – 
Nodes-B for processing the signals from 3G, 4G and soon 5G mobile 
networks, HLRs and VLRs, routers, switches, different types of 
routers/switches such as those of MPLS, firewalls, authentication or 
identity-management servers, etc. In addition, these virtual machines 
can be partitioned so they execute on several physical machines in 
parallel.  

We can appreciate the importance of the Cloud and associated 
datacenters, because they are placed where the processing power is 
available at a relatively low cost, as is the memory space needed to 
store the virtual machines and a whole range of information pertaining 
to the networks, clients and processing algorithms. The tendency with 
server virtualization is to focus on huge datacenters, but with the help 
of distribution, we are seeing smaller and smaller datacenters. 

1.4. Conclusion 

Virtualization is the fundamental property of the new generation of 
networks, where we make the move from hardware to software. 
Whilst there is a noticeable reduction in performance at the start, it is 
compensated by more powerful, less costly physical machines. 
Nonetheless, the opposite move to virtualization is crucial: that of 
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concretization, i.e. enabling the software to be executed on 
reconfigurable machines so that the properties of the software are 
retained and top-of-the-range performances can again be achieved. 

Software networks form the backbone of the new means of data 
transport. They are agile, simple to implement and not costly. They 
can be modified or changed at will. Virtualization also enables us to 
uncouple functions and to use shared machines to host algorithms, 
which offers substantial savings in terms of resources and of qualified 
personnel. 
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2 

SDN (Software-Defined Networking) 

The SDN (Software-Defined Networking) technology is at the 
heart of this book. It was introduced with virtualization, enabling 
networking devices to be transformed into software. Associated with 
this definition, a new architecture has been defined: it decouples the 
data level from the control level. Up until now, forwarding tables have 
been computed in a distributed manner by each router or switch. In the 
new architecture, the computations for optimal control are performed 
by a different device, called the controller. Generally, the controller is 
centralized, but it can perfectly well be distributed. Before taking a 
closer look at this new architecture, let us examine the reasons for this 
new paradigm. 

The limitations of traditional architectures are becoming 
significant: at present, modern networks no longer optimize the costs 
at all (i.e. the CAPEX and OPEX). In addition, the networks are not 
agile. The time to market is much too long, and the provisioning 
techniques are not fast enough. In addition, the networks are 
completely unconnected to the services, and the following points need 
to be taken into account in the new SDN paradigm: 

– overall needs analysis; 

– dynamic, rather than static, configuration; 

– dynamic, rather than static, policies used; 

– much greater information feedback than is the case at present; 

Software Networks: Virtualization, SDN, 5G and Security, First Edition. Guy Pujolle.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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– precise knowledge of the client and of his/her applications, and 
more generally his/her requirements. 

2.1.The objective 

The objective of SDN (Software-Defined Networking) is to reduce 
costs by virtualization, automation and simplification. For this 
purpose, SDN facilitates the customization of the networks, a very 
short set-up time and a network deployment with the right quality of 
service rather than a general quality of service. 

The architecture of SDN can be summarized with three 
fundamental principles, as shown in Figure 2.1. The first is the 
decoupling of the physical and virtual layers (hardware and software). 
This enables virtual devices to be loaded on hardware machines. The 
network becomes independent of the hardware. This is not completely 
realized in reality, because there may be a dependence on the 
hypervisor, and certain device manufacturers exploit this point to 
force customers to buy their own hardware. The second principle 
pertains to the devices connected to the network, which must perceive 
no difference between a hardware or software machine. This new 
environment enables us to change the network without having to do 
anything to the host machines. Finally, the third principle is that of 
automation – the best possible automation – of the operations carried 
out on the network, whether for management or for control. 

The new environments are defined by three domains which 
characterize an information- and operation system for a company: 
storage, processing and the network. However, in order for the 
environment to be able to be executed without problems, we must add 
the domains of security and management & control. Today, all five of 
these domains need to be in place to constitute a company’s complete 
information and operation system. These five domains are shown in 
Figure 2.2. 
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2.2. The ONF architecture 

In order for this new world of SDN to have a chance of being 
successful, it has to be standardized. This standardization was carried 
out by the ONF (Open Network Foundation), which was set up under 
the auspices of large companies in California, following the proposal 
of this architecture by Stanford University and Nicira. 

The architecture proposed by the ONF is shown in Figure 2.5. It 
comprises three layers. The bottom layer is an abstraction layer, which 
decouples the hardware from the software, and is responsible for data 
transport. This level describes the protocols and algorithms which 
enable IP packets to advance through the network to their destination. 
This is called the infrastructure plane. The second layer is the control 
plane. This plane contains the controllers providing control data to  
the data plane so that the data are channeled as effectively as  
possible. The ONF’s vision is to centralize control in order to facilitate 
the recovery of a great deal of information on all the clients. The 
centralized controller enables obtaining a sort of intelligence. The 
infrastructure to be managed is distributed between the controllers. Of 
course, we need to take account of the problems of a centralized 
environment, and therefore duplicate the decision elements. 

Controllers carry out different functions, such as the provision of 
infrastructure, the distribution (or otherwise) of loads on different 
network devices to optimize performances or reduce energy 
consumption. The controller is also in charge of the deployment of 
firewalls and servers necessary for the proper operation of the network 
and a management system. These different machines must be put in 
the most appropriate places. 

Finally, the uppermost layer, the application plane, is responsible 
for the applications needed by the clients and for their requirements in 
terms of networking, storage, computation, security and management. 
This layer introduces the programmability of the applications, and 
sends the controller all of the necessary elements to open the software 
networks tailored to the needs of the applications. This layer also 
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corresponds to the establishment of the software networks constructed 
on the basis of virtual machines, sharing the physical infrastructure in 
accordance with the rules deriving from the higher layers. This vision 
of the architecture enables us to clearly discern the hardware and the 
network which exist in companies from the software, which is added 
to offer the necessary flexibility. It is clear that this new architecture 
requires more hardware, and therefore the idea is to add datacenters 
ranging in size from very small to very large, depending on the size of 
the company. Telecoms operators have not missed this opportunity, 
and have entered into the market as Cloud providers. Companies such 
as Amazon and Google have gone directly for the goal, putting in 
place the infrastructure necessary to become major players in the 
world of telecommunications. 

 

Figure 2.6. The SDN architecture 

In the architecture shown in Figure 2.6, we see the control layer 
and the application layer with the northbound and southbound APIs 
(Application Programming Interfaces) between those layers, and  
the eastbound and westbound APIs with other controllers. The 
northbound interface facilitates communication between the 
application level and the controller. Its purpose is to describe  
the needs of the application and to pass along the commands to 
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orchestrate the network. Later on, we shall describe the current 
standards governing this interface. The southbound interface describes 
the signaling necessary between the control plane and the 
virtualization layer. With this aim in mind, the controller must be able 
to determine the elements that will make up the software network for 
which it is responsible. In the other direction, the current network 
resource consumption must be fed back so that the controller has as 
full a view as possible of the usage of the resources. The bandwidth 
necessary for the feeding back of these statistics may represent a few 
percent of the network’s capacity, but this is crucial for optimization 
which will improve performance by much more than a few percent. 

In addition to the two interfaces described above, there are also the 
eastbound and westbound interfaces. The eastbound interface enables 
two controllers of the same type to communicate with one another and 
make decisions together. The westbound interface must also facilitate 
communication between two controllers, but ones which belong to 
different sub-networks. The two controllers may be compatible but 
they may also be incompatible and in this case, a signaling gateway is 
needed. 

Figure 2.7 shows a number of important open-source programs that 
have been developed to handle a layer or an interface. Starting from 
the bottom, in the virtualization layer, network virtual machines are in 
the process of standardization by the ETSI in a working group called 
NFV (Network Functions Virtualization), which we shall revisit in 
detail later on. Here, let us simply note that the aim of NFV is to 
standardize network functions with a view to virtualizing them and 
facilitating their execution in different places from the original 
physical machine. 

The control plane includes the controllers. One of the best known 
is OpenDaylight – an open-source controller developed 
collaboratively by numerous companies. This controller, as we shall 
see later on, contains a large number of modules, often developed in 
the interest of the particular company that carried out that work. 
Today, OpenDaylight is one of the major pieces in the CISCO 
architecture, but also that of other manufacturers. Later on we shall 
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detail most of the functions of OpenDaylight. Of course, there are 
many other controllers – particularly Open Source ones – such as 
OpenContrail, Flood Light, etc. 

The uppermost layer represents the Cloud management systems. It 
is roughly equivalent to the operating system on a computer. It 
includes Open Stack, which was the system which was most favored 
by the developers, but again, many other products exist, both open 
source and proprietary. 

The southbound interface is often known by the term OpenFlow. 
OpenFlow is a signaling system between the infrastructure and the 
controller. This protocol was designed by Nicira and has led to a de 
facto standard from the ONF. OpenFlow transports information that 
properly defines the stream in question to open, modify or close the 
associated path. OpenFlow also determines the actions to be executed 
in one direction or the other over the interface. Finally, OpenFlow 
facilitates the feeding back of measurement information performed 
over the different communication ports, so that the controller has a 
very precise view of the network.  

The northbound and southbound interfaces have been standardized 
by the ONF, to facilitate compatibility between Cloud providers, the 
control software and the physical and virtual infrastructure. Most 
manufacturers conform to these standards to a greater or lesser degree, 
depending on the interests in the range of hardware already operating. 
Indeed, one of the objectives is to allow companies which have an 
extensive range to be able to upgrade to the next generation of SDN 
without having to purchase all new infrastructure. A transitional 
period is needed, during which we may see one of two scenarios: 

– the company adapts the environment of the SDN to its existing 
infrastructure. This is possible because the software layer is normally 
independent on the physical layer. The company’s machines must 
receive one of the hypervisors compatible with the manufacturer’s 
products. However, it is important to add to or update the 
infrastructure so that it gains at least 10%, but preferably 20 or 30%, 
to be able to handle numerous logical networks; 
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with multicriteria objectives: only one criterion is taken into  
account – e.g. performances, or energy expenditure. Energy 
optimization asks for an urbanization definitely different of load 
sharing – i.e. channeling the data streams along common paths in 
order to be able to place a maximum number of physical machines on 
standby. The difficulty in the latter case is being able to turn the 
resources back on as the workload of the software networks increases 
again. Certain machines, such as virtual Wi-Fi access points, are 
difficult to wake from standby mode when external devices swish to 
connect wirelessly. We need electromagnetic sensors that are capable 
of detecting these mobile terminals and sending them an Ethernet 
frame at the Wi-Fi access point with the function Wake-on-LAN. 

2.3. NFV (Network Functions Virtualization) 

The purpose of NFV (Network Functions Virtualization) is to 
decouple the network functions from the network equipment. This 
decoupling enables us to position the software performing the 
functions of a device on a different machine than the device itself. 
This means we can place the operational programs of a machine in a 
datacenter within a Cloud. Standardization is being done by a working 
group from the ETSI, which is a European standardization body, but 
in this particular case, the project is open to all operators and device 
manufacturers from across the world. Over two-hundred members are 
taking part in this standardization effort. The objective of this 
initiative is to define the architecture to virtualize the functions 
included in the networking devices, and to clearly define the 
challenges needing to be overcome. The standardization tasks are 
being carried out by five separate working groups, described in detail 
below. 

The first group, “Architecture of the Virtualization”, has the 
objective of producing a reference architecture for a virtualized 
infrastructure and points of reference to interconnect the different 
components of that architecture. The second group, “Management and  
 
 
 

http://freepdf-books.com



26     Software Networks 

 

Orchestration”, is charged with defining the rollout, instantiation, 
configuration and management of network services that use the NFV  
infrastructure. The third group, “Software Architecture”, aims to 
define the reference software architecture for the execution of 
virtualized functions. The fourth group, “Security Expert Group”, as 
the name suggests, works on the security of the software architecture. 
Finally, the last group, “Performance and Portability Expert Group”, 
needs to provide solutions to optimize performances and manage the 
portability of the virtual machines representing the functions of this 
new environment. 

Figure 2.8 shows a number of appliances handled by NFV, such as 
firewalls or SBCs (Session Border Controllers). These functions are 
moved to a powerful physical machine or to a virtual machine in a 
datacenter. 

 

Figure 2.8. NFV (Network Functions Virtualization) 

Figure 2.9 goes into a little more detail as to the machines whose 
functions are externalized. ETSI’s aim is to standardize the virtual 
machines used to perform these functions. The power of the server 
determines the rate at which the functions are executed. This makes 
sense for the functions of a firewall or deep packet inspection (DPI), 
which require extremely high processing power to determine the 
threats or applications passing through the network in real time. 
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Figure 2.9. NFV machines 

2.4. OPNFV 

OPNFC, or Open NFV, is a new movement which is a 
collaborative project from the Linux Foundation. The objective is to 
create a platform to speed up the rise of NFV. Another objective of 
OPNFV is to increase the agility of services by facilitating better 
usage of the underlying functions. Telecom operators are particularly 
interested by this initiative; they hope to obtain a referential Open 
Source platform to validate the interoperability of NFVs in a multi-
provider context. OPNFV is also an excellent opportunity for the 
creation of an open platform that could be used by all participants. 
OPNFV will also encourage cooperation between manufacturer, with 
the aim of driving NFV forward and ensuring consistency, 
performance and interoperability between virtualized network 
infrastructures. OPNFV is in close cooperation with the NFV program 
at ETSI, amongst other standardizing bodies, to ensure a coherent 
implementation of the NFV standard. The first thing that is expected 
of OPNFV is to provide an NFV Infrastructure (NFVI), Virtualized 
Infrastructure Management (VIM), and APIs to other NFV elements. 
This collection forms the basic infrastructure necessary for 
Management and Network Orchestration (MANO). The standards are 
being drawn up in collaboration with the main Open-Source projects. 
OPNFV is working with a large number of these projects to 
coordinate the integration of NFV. 
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2.5. Southbound interface 

The southbound interface is situated between the controller and the 
devices on the virtualization plane. This signaling protocol passes the 
configuration commands in one direction and the statistical 
information feedback in the other. There are many open source 
proposals for some under development. An initial list of protocols for 
this southbound interface is: 

– OpenFlow from the ONF; 

– I2RS (Interface to Routing Systems) from the IETF; 

– Open vSwitch Data Base (OvSDB); 

– Net Conf; 

– SNMP; 

– LISP; 

– BGP. 

We shall detail the most significant protocols in the next chapter. 
However, to introduce this southbound interface, let us look at the 
most iconic protocol: OpenFlow. This signaling is illustrated in 
Figure 2.10. It takes place between the controller and the network 
devices. The data transported obey the trilogy “match-action-
statistics”– in other words, we need to: 

– determine the streams uniquely by matching a certain number of 
elements such as addresses or port numbers; 

– specify the actions transmitted from the controller to the 
networking devices, such as the rows in a forwarding table or switch 
table, or more generally a forwarding device; 

– transfer tables containing statistics on the degree of use of the 
ports, transmission lines and nodes, such as the number of bytes sent 
through a given port.  

This solution has been standardized by the ONF (Open Network 
Foundation), and we shall describe it in greater detail in the next 
chapter. 
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2.10. The NSX architecture 

VMware is the first major company to have turned toward 
virtualization. It is a software company, not a hardware company, 
which explains why its NSX architecture is entirely software-based, 
and relies on the hardware of the network equipment manufacturers 
and on Cloud providers. The NSX architecture is represented in 
Figure 2.17. This architecture, as we have just said, is completely 
software-based and open, making use of Open Source software 
machines. The VMware platform is essentially based on the 
virtualization of the NSX architecture. This platform contains  
the main networking- and control elements. On the networking side, 
the machines may be level 2 or 3 routers or switches, depending  
on the user requirements. On the control side, the platform contains 
the basic elements with the possibility of putting virtual firewalls in 
place, managing the streams to channel them along paths determined 
by the load-distribution machine and by the opening of virtualized 
VLANs. (Note that here, the word “virtual” appears twice  
in “virtualized VLAN”: indeed, a VLAN – Virtual Local Area 
Network – is a local software network that uses physical machines 
which may not necessarily be located in the same place, and that local 
network is, itself, situated in a virtualized universe). 

The uppermost layer is formed of Cloud management systems, 
which may be either VMware or Open Source software such as Open 
Stack. The northbound interface is a REST-type API. The software 
network part is based on datacenters, with internal virtual devices or 
on physical machines from different manufacturers with which 
VMware has developed partnerships. The protocol of the southbound 
interface is OpenFlow, produced by Nicira, which was bought by 
VMware for over a billion dollars. 

The hypervisors to support the virtual machines may be of any 
type, as may the physical hardware. The basic virtual device is Open 
vSwitch, which was also originally developed by Nicira. It is one of 
the very first virtual switches to have been available on the open 
source market. Today, it is an extremely powerful switch with 
numerous functions, which we shall now go on to discuss. 
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Figure 2.17. The NSX architecture 

Figure 2.18 gives a somewhat more detail view of the NSX 
architecture with its various components.  

Let us briefly come back to Open vSwitch, which represents one of 
the great de facto standards of virtual network machines. This open 
source switch is illustrated in Figure 2.19, with the different modules 
associated with its management. It enables us to group together virtual 
machines that manage security, quality of service, monitoring and 
automated control. 
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From the standpoint of security, the switch has VLAN isolation 
and traffic filtering. Monitoring takes place by way of various 
protocols such as Net flow or specific versions provided by 
manufacturers linked to VMware. Quality of service is handled by 
traffic-shaping and traffic-queuing techniques. The southbound 
interface with the controller uses several protocols – including, of 
course, OpenFlow, which is privileged, but also OvSDB (Open 
vSwitch Data Base) and various network machine configuration 
protocols. 

The key functions of NSX VMware can be summarized as follows: 

– logical switching: NSX performs complete level-2 or 3 switching 
in a virtual environment, dissociated from the underlying hardware; 

– NSX gateway: NSX offers level-2 gateways for a transparent 
connection to the physical loads and the legacy VLANs; 

– logical firewall: NSX opted for a distributed, virtualization-
oriented firewall with identification and activity monitoring; 

– logical load distributor: NSX provides a complete load 
distributor with SSL termination; 

– logical VPN:NSX facilitates the opening of site-to-site or 
remote-access VPNs in software form; 

– NSX API:NSX provides a RESTful API for integration with any 
Cloud management platform. 

The mode of operation means that we can have complete 
dissociation of the physical infrastructure from the software networks 
formed of virtual machines. Virtualization of the networks enables us 
to superpose them on any physical hardware whose input/output ports 
are suited to the transmissions. In addition, NSX works with any type 
of hypervisor, which makes it easy to virtualize the servers. The NSX 
system facilitates the reproduction of the physical network model in 
software form, whether of level 2, 3, 4 or 7. NSX also includes 
automation by way of a RESTful (REpresentational State Transfer) 
API, which enables the Cloud management platforms to automate the 
supply of network services. Finally, NSX offers a platform which is 
capable of adding in services from other suppliers. These software and 
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necessary to provide service and of their interdependence on the 
hardware; 

– the physical devices necessary for CISCO’s ACI architecture: 
they belong to the CISCO Nexus range. Cisco Nexus 9000 machines 
function either in Cisco NX-OS mode for purposes of compatibility 
and consistency with the older Cisco Nexus switches, or in Cisco ACI 
mode so as to take full advantage of the application services based on 
the policies and functions of infrastructure automation. 

2.12. OpenContrail and Juniper 

In 2014, Juniper also released its own SDN architecture, essentially 
based on open-source software, but with Juniper’s own addition. The 
heart of this architecture is the OpenContrail controller. 

OpenContrail from Juniper is an open, simple and agile SDN 
solution which is able to automate and orchestrate the creation of 
virtual networks on demand. Virtual networks are perfectly well suited 
for applications which require networks to be opened. In this 
architecture, we can emphasize its simplicity for the establishment of 
virtual networks which integrate smoothly with the existing physical 
networks, and are simple to manage and orchestrate. The environment 
is also open. There is no dependence on one particular provider. In 
addition, this open architecture eliminates the costs related to device 
manufacturers. The Juniper platform works with a broad range of 
open hypervisors, orchestrators and physical networks. Finally, an 
enormous advantage is the agility of the solution, which reduces the 
time to market of new services by automating the creation of software 
networks, facilitating the interconnection of private, public and hybrid 
clouds. 

Service providers can use Contrail to offer a whole range of new 
and innovative services – particularly Cloud-based and virtualized 
services. The Juniper platform is shown in Figure 2.22. It should be 
noted that, as this figure shows, the platform tends to use Open Stack 
more than anything else, but this is not obligatory; other Cloud 
management programs are also acceptable. 
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eastbound and westbound interfaces are likely to play an increasingly 
important role to facilitate the connection of the different sub-
networks. It is clear that a very great many new propositions are likely 
to emerge in this direction, with extensions of protocols already in 
use, such as BGP. 

 

Figure 2.25. A view of SDN networks of tomorrow. For a color version  
of the figure, see www.iste.co.uk/pujolle/software.zip 

One difficult problem which is beginning to be considered is that 
the urbanization of virtual machines which are in the datacenters. 
Depending on the optimization criterion, the time of day or the 
performance requirements, the virtual machines migrate so that they 
are located in the best possible place. Most typically, urbanizations are 
done for the purpose of saving energy, which tends to consist of 
grouping together the virtual machines on common servers, or for the 
purpose of optimizing performance, which involves the opposite 
operation – distributing the resources to the servers as much as 
possible. 

It should be noted that in terms of networks, the optimum 
placement of the virtual machines is no longer an equal distribution 
between all the physical machines, but on the contrary, the filling of 
those physical machines with the maximum possible number of virtual  
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machines, obviously without causing a degradation in performance. 
The other physical machines are placed on standby to save energy. In 
the networks, this involves sending the streams along common paths, 
rather than dispersing them in the infrastructure network. 

The SDN market is fairly difficult to predict, because whilst 
demand is high, so too are the costs involved in making the move to 
this new architecture. These high costs are due to novelty and to the 
difficulty in integrating SDN into the existing networks. In particular, 
operators who possess a significant physical infrastructure are 
wondering about the integration of SDN: how can it be introduced 
without an additional costly structure? Indeed, it is not an option to 
demolish everything and rebuild from scratch in this new context. 
Therefore, we need to introduce SDN in specific environments such as 
the renovation of a part of the network, or the construction of a new 
localized infrastructure. 

Figure 2.26 gives an indication of what the SDN market could be 
in coming years. In this figure, we can see that there is a good 
distribution between service providers, the companies offering 
datacenter services, Cloud providers and, to a lesser extent, the 
companies’ access networks. 

Finally, if we look at the manufacturers’ vision, we see two 
avenues, that are represented by VMware and CISCO: software-
orientation and hardware-orientation. The software-oriented vision is 
installed on the physical machines of practically all manufacturers, 
whilst hardware-orientation is greatly favorable for manufacturers – 
especially well-established ones. 

Although SDN is essentially intended for core networks today, 
there is a strong chance that it will become widely used on the 
periphery and that SDN will prove to be the right solution for 
controlling all peripheral devices. In particular, OpenFlow Wi-Fi 
access points are coming onto the market, and are likely to make their 
presence felt fairly quickly, with SDN following on in their wake. 
This is what we shall look at in Chapter 3: smart edges. 
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Smart Edges 

The first effect of the Cloud is to centralize the control and the 
orchestration system for the new generation of networks. Extreme 
solutions where there is only one center surrounded by radiating branches 
have been put forward as the solution of the future. For instance, we can 
cite the proposal of C-RAN (Cloud–Radio Access Network). However, 
many believe that centralizing everything is not the right solution, if only 
because of the problems of reliability and latency for real-time controls. 
The solution which actually comes into effect will undoubtedly need to 
be a compromise, with virtual machines situated at different points in the 
architecture. After explaining the different proposed architectural designs, 
we shall focus on intelligence in the extremities of the network, and thus 
what we call “smart edges”. 

3.1. Placement of the controller 

Figure 3.1 illustrates the different scenarios for the placement of 
the controller in a software network environment. 

In Figure 3.1, we see three main scenarios. The first is highly 
centralized around an SDN controller. The control data are fed back 
automatically to that center. The second solution is to use 
intermediary machines at local or regional levels. These machines 
could be SBCs (Session Border Controllers) – a term which tends to 
be used in operator networks – or NACs (Network Access 
Controllers), corresponding to the solution favored by companies. In 

Software Networks: Virtualization, SDN, 5G and Security, First Edition. Guy Pujolle.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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this scenario, the solution sends the control data to local or regional 
datacenters. Finally, the last example of architecture consists of 
positioning the control as close as possible to the user in femto-
Clouds. The advantages are clearly the very short response time, the 
agility of the solution because of the possibility of changing the virtual 
machines used in the femto-datacenters and the addition of a form of 
network intelligence very close to the user. The disadvantage here is 
that the solution involves widespread distribution of the information, 
with all the complications that this can entail to perform controls, 
which, obviously, will not take place locally. 

 

Figure 3.1. Scenarios for the placement of a controller 

The three main solutions described above can be combined, with 
two levels or even all three levels, acting simultaneously, certain 
virtual machines may be migrated to the femto-datacenter, whilst 
others remain in a central or regional datacenter. 

If we examine the first scenario, it represents a highly centralized 
system on a large Cloud with several high-capacity datacenters. These 
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devices. There are no intermediary boxes or computing machines. The 
signal is sent to the central datacenter exactly as it is. In other words, 
there is no longer a network, i.e. no messages, no packets, no frames – 
just a succession of radio signals. 

In terms of cost, the centralized C-RAN system is certainly one of 
the most affordable solutions on the market, because all the 
intermediary machines are eliminated. However, this solution exhibits 
the disadvantage of being centralized, and therefore requires all the 
usual precautions for centralized environments to be exercised. For 
example, the amount of resources in the different datacenters needs to 
be doubled or even tripled. Another problem is the response time for 
simple or local actions, such as inter-cell handover. If we assume there 
is a distance of 300 km between the periphery and the center, the 
propagation time there and back represents around 2 ms. In addition to 
this propagation time, we also need to allow for the time taken to run 
the control algorithms, and therefore reaction times of around 5 ms. 
Most control applications can cope with values like these. However, 
they are too long for simple actions and, above all, they are too costly 
in terms of overall data rate. 

The solution represented by the centralized C-RAN architecture is 
certainly interesting, but there is a danger that it will be rejected in 
developed countries whose infrastructure is ripe for a decentralization 
of the datacenter. On the other hand, for developing countries where 
there is very little infrastructure, the C-RAN represents a good 
opportunity to gain direct access to 5G environments at a low cost. 

This centralization may be compensated by a slight distribution on 
the periphery, in which case we see the emergence of small Clouds 
(known as Cloudlets) situated near to the relay antennas. This solution 
is shown in Figure 3.3. 

The second solution for the placement of the controllers is to build 
them into regional Clouds. In this case, the controllers are situated at 
the level of the company, or the DSLAM (Data Subscriber Line 
Access Module), in a telecommunication network. Here, the 
controllers only manage networks of limited size. This solution  
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the number of tokens, and is therefore not as powerful as a non-shared 
access point. However, in light of the rise in Wi-Fi power, as we shall 
see in Chapter 6 on 5G, each virtual access point can have sufficient 
capacity. In particular, the use of the IEEE 802.11ac standard means 
that each virtual access point is able to achieve sufficient data rates for 
all conventional applications, and even some less-than-conventional 
ones. 

Undeniably, there are some flaws with virtual Wi-Fi access points! 
Each virtual Wi-Fi access point has its own signaling frames. If the 
number of virtual Wi-Fi access points is high, then the overhead 
expenditure is great. 

The access point described here is a virtual Wi-Fi access point, but 
it can perfectly well be a virtual Node-B, i.e. the device which 
manages the physical antenna for a mobile network. In this case, the 
box may be considered as an HNB (Home Node-B) or an MNB 
(Metro Node-B), extended with significant capacities to receive 
virtual computation machines. 

More generally, all wireless access techniques can be virtualized, 
and thus facilitate personal connections. Depending on the hardware 
that can be replaced by software, major advances can be implemented 
to work toward multi-technology access solutions. 

In Figure 3.6, we show the context of virtual access points, which 
is one of the fundaments of the “smart edge” environment. Indeed, for 
users to connect, we need to put antennas in place, and we can exploit 
those antennas to do all the local computation needed for access 
control. In this context, a large portion of the network’s intelligence is 
on the periphery. The difficulty is in handling communications 
between users situated in different sub-networks, because we need to 
coordinate the networking elements which are used for the end-to-end 
communications. Communications through the eastbound and 
westbound interfaces are crucial for SDN solutions, to interconnect 
the femto-datacenters. 

http://freepdf-books.com



F

Figu
access 
network
Wi-Fi a
two cli
persona
placed 
specific

Mor
of rolli
places 
has a fe
after m
The vir
directly
the res
e.g. the
provisi
a virtu
used. 

Figure 3.6. Co

ure 3.6 show
points, cap

k operators.
access point 
ients do not 
alized acces
in the box

c signal com

re generally,
ing out their 
where their 

femto-datacen
migration of a

rtual access 
y by the ope
ponsibility f

e owner of th
on a femto-d
al machine 

ontext of a fem

ws an exampl
pable of co
 Each client
or dedicated
know one a

ss point. Pla
x to manage

mputation ope

, operators a
own virtual
clients may 
nter could co
a virtual acc
points belon

erator X. If t
for its repair
he lecture ha
datacenter, ra
to charging 

mto-Cloud netw

le of a femto
onnecting tw
t has, in the
d HNB to co
another and 
ainly, other 
e a particula
eration.  

are beginning
l access poin
be. For exa

onnect all th
cess point X 
ng to the ne
the physical 
r lies with t
all. There are
anging from 

by the amo

work for a “sm

-Cloud, serv
wo clients u
e box, his/h
onnect to the
they each h
virtual mac

ar interface 

g to look at 
nt so as to ta
ample, a lect
he clients of 

into the fem
etwork X and

access point
the infrastru
e various bu
renting reso

ount of time

Smart Edges    

 

mart edge” 

ving two virtu
using differe
er own virtu
e network. T
have their ow
chines can 
or perform

the possibil
ake position 
ture hall whi
the operator

mto-datacent
d are manag
t breaks dow
cture operat

usiness plans
ources to inst
e and capac

 57 

ual 
ent 
ual  

The 
wn 
be 

m a 

lity 
in 

ich 
r X 
ter. 
ged 
wn, 
tor, 
 to 
tall 
city 

http://freepdf-books.com



58     Software Networks 

3.3. Software LANs 

Looking again at the examples from the previous section, it is 
possible to describe a software LAN. This is a local-area network 
formed of different femto-datacenters in which the virtual machines 
can be stored in memory to create these software LANs. Numerous 
virtual machines such as routers, switches, firewalls or application 
machines can be transported to the femto-datacenters from a central 
Cloud or a local server. The decision to leave a machine in the central 
or regional Cloud or to transport it to one of the femto-datacenters 
depends on the characteristics of the application and on the evaluation 
of the traffic that it could generate. 

Figure 3.7 illustrates a scenario for a company that has several 
boxes to create software LANs. In this case, to begin with, the 
company’s Wi-Fi access points need to be transported to all of the 
boxes, or else we need to select a number of virtual access points 
corresponding to logical networks which, themselves, will be 
constructed to serve specific applications, such as VoIP, IPTV, bank 
access, messaging, file transfer, professional application, etc. The 
software networks are established by the virtual machines that run in 
the boxes. It is also possible to add a completely isolated network for 
visitors to the company. This allows guests and visitors to connect to 
the Internet, using the company’s network, with no risk of an attack. 

The software networks can use all different protocols from one 
another, including IPv4, IPv6, MPLS, Ethernet, SDN, etc. It is 
necessary to choose the protocol which best suits the application for 
which the data are being sent over the network. 

The connections between the boxes may be hardwired or wireless, 
using protocols corresponding to the type of network chosen by the 
user. This may be OLSR, AODV, TRILL, or indeed any other 
protocol developed in this field. 
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virtualized in datacenters present at the central or regional level, but 
can also be found in the femto-datacenters situated on the periphery. 
Indeed, the Wi-Fi access points (Nodes-B or e-Nodes-B) require 
hardware, and must be close to the user. These boxes also facilitate the 
easier introduction of 5G, which we shall look at in more detail in 
Chapter 6. Indeed, the Internet of Things requires new interfaces that 
are well suited to the “things” in question. These interfaces can be 
handled by specially-designed virtual machines. 

 

Figure 3.8. Hierarchy of controls and datacenters 

3.4. Automation of the implementation of software 
networks 

An important point in the advent of the new generation of software 
networks, whether in terms of the core network or the LAN, relates to 
automation for the establishment, management and control of 
personalized networks designed in the context of software networks, 
which may be SDNs or use legacy architectures, or indeed a mix of 
the two, given that each software network is entirely independent of 
the others. With this in mind, as indicated by Figure 3.9, we need to 
add an auto-piloting system to the general architecture. The basic 
domains to be piloted are the servers, storage facilities and networks, 
but we also need to add security and management elements, which 
have become absolutely indispensable for the proper operation of a 
complete system. 

http://freepdf-books.com



Smart Edges     61 

 

Figure 3.9. Self-piloting system. For a color version of the figure,  
see www.iste.co.uk/pujolle/software.zip 

The piloting system may be referred to by a number of different 
names, such as “orchestrator”, “governor” or “high-level pilot”, to 
indicate that this element directs the controllers which are situated in 
the control layer. This piloting system feeds the underlying layer with 
the best possible information, and the control layer makes the 
decisions on the basis of the information received from the pilot. 

The piloting system may be centralized, which is generally the case 
with centralized Cloud architectures, or totally distributed to the 
controllers, or, as is most often the case in a conventional situation, a 
mixture between centralized and distributed organization. At present, 
numerous developments are being made in this field, with virtual 
machines that act as intelligent agents. 

3.5. Intelligence in networks 

Intelligence is a much-used term in computer science, which 
simply means the ability to communicate, to reason and to make 
decisions. Up until the start of the 2000s, intelligence in networks was 
very low. The concepts of intelligent networks, dating from the start 
of the 1990s, introduce a primary intelligence, whose role is to 
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automatically adapt the network components to the users’ demands, 
but without reasoning, merely based and predefined rules. The next 
section is devoted to this view of intelligence in networks. It also 
introduces autonomic networks, which replaced programmable 
networks or active networks. An autonomic network is one which is 
capable of configuring itself, and wherein the nodes may become 
autonomous in case of failure or cutoff in communications. 

Since the beginning of the 2000s, true intelligence – i.e. reasoning-
based intelligence – has been offered by certain network components, 
which are able to make decisions pertaining to control or 
management. The devices which make those decisions stem from the 
domain of artificial intelligence and smart objects. In particular, multi-
agent systems have been around for a long time, able to handle 
security and failures.  

Intelligent agents offer the first category of tools whose 
introduction on a large scale could modify management and control 
environments, making them more autonomous and more reactive. 

We shall now examine the reasons for this power, and then the way 
in which we construct multi-agent systems. 

3.6. Management of a complex environment 

As networks have become increasingly complex, the management 
and control of these environments has become necessary for a variety 
of reasons, which we shall now go on to examine. Network 
environments are becoming increasingly dynamic, as we have seen. 
Numerous and varied applications are interwoven, making it difficult 
to control the resources. The statistical gain – i.e. what we gain by 
treating the data packets statistically – in packet-transfer networks is 
undeniable, but, if the data flows too far exceed the network’s 
capacities, a meltdown of performance is inevitable. 

Network environments are, by nature, distributed, although the 
trend is toward centralization, which makes it complicated to control 
and manage them. In addition, enormous scale necessitates even 

http://freepdf-books.com



Smart Edges     63 

closer control. Sizing is a complex problem to grasp, and we can state 
that there are no truly effective tools available in this domain, in that 
the parameters that need to be taken into account in a complex 
network environment are difficult to fully appreciate. We have a 
choice between data rate, response time, degree of usage of the line 
couplers and of the central units, bit error rate, packet error rate, repeat 
rate and failure rate. In addition, the values of the mean, the variance 
and sometimes the higher-order moments need to be taken into 
consideration in order to gain a real idea of the performances. 

The engineering of network design involves two main aspects: the 
qualitative and the quantitative. The qualitative aspect often 
corresponds to operational security, in the sense that it is possible to 
prove that the system is stable or that there is no state in which the 
network ceases to work. The quantitative aspect refers to the values of 
the parameters listed in the previous paragraph, with the aim of 
quantitative analysis being to show that these values are reasonable for 
normal operation of the network. 

Security is an important function, to which intelligence may 
contribute. Today, a certain degree of standardization enables us to 
have a clearer view of the problems, and a few major classes of 
security have been defined, corresponding to needs clearly expressed 
by the users. We can easily imagine the contribution made by 
intelligent tools in the world of security, to discover anomalies, 
analyze them, give a diagnosis, propose a solution and resolve the 
problem. 

Management is also a domain where intelligent agents could play a 
leading role. When a network is running, it needs administration – i.e. 
we need to be able to control all the operations that take place in the 
network, from breakdowns and accounting to security, performance 
management and username management. 

Various specific administrative domains already use intelligent 
components – in particular, the following: 

– configuration management; 

– security management; 
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– fault management; 

– performance management; 

– accounting management. 

Intelligence of the agents may stem from different areas. The most 
usual model stems from the domain of distributed artificial 
intelligence, or DAI. 

Artificial intelligence means that a device can take the place of a 
human being to perform a task. DAI is equivalent to a society of 
autonomous agents, working together to achieve an overall objective. 
There are numerous reasons to turn to DAI – notably the following: 

– integration of different points of view. When the data become 
more specific, inconsistencies may occur in the rule base. The ways in 
which knowledge is expressed are different depending on whether we 
are addressing the user, the developer or the technician. Also,  
two experts who have the same expertise will not always come to the 
same conclusion. The different points of view are also often 
contradictory: one might attach a great deal of significance to the 
costs, and therefore favor a less expensive system, whilst another 
would choose to develop the publicity, and thus opt for a dearer 
system. The use of DAI helps to achieve a compromise between 
different options, by negotiation; 

– representativeness of the real world. In general, it always tends to 
be a group of experts, with different qualifications and specialties, 
who work together to realize a set goal. In addition, whilst it seems 
easy to understand and therefore to model the behavior of individuals 
(all of their exchanges) thanks to the numerous sociological studies 
that are available, the way in which the human brain works, and the 
reasoning process, are less well understood. 

For these reasons, the application of distributed artificial 
intelligence is gradually becoming a reality in the context of network 
management. 
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3.7. Multi-agent systems 

An agent is an autonomous entity, capable of communicating with 
other agents, and of perceiving and representing its own environment. 
A collection of these agents, interacting with one another, forms a 
multi-agent system. We classify such systems according to numerous 
criteria, such as the size of the agents, the number of them interacting, 
the mechanisms and the types of communication, behavior, 
organization and control of each agent, the representation of the 
environment, etc. 

Based on these criteria, we distinguish two main categories of 
multi-agent systems: 

– systems of cognitive agents; 

– systems of reactive agents. 

Cognitive agents have an explicit representation of the 
environment and of the other agents. They are able to take account of 
their past, and operate with a social means of organization. Systems 
using this type of agent will have only a small number of agents. 
Several levels of complexity can be envisaged: 

– processes in which the actors implement communication 
directives; 

– communicative modules, which use specialized communication 
protocols (requests, commands); 

– cooperative agents, which work with the concepts of skill, mutual 
representation and task allocation; 

– intentional agents, which use notions of intention, commitment 
and partial plans; 

– negotiating agents, which carry out conflict-resolution by 
negotiation; 

– organized agents, which act in accordance with regulation and 
social laws. 
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To successfully allocate the tasks, we need to know the skills of 
each of the agents, decompose a problem into sub-problems, distribute 
the solving activities to the appropriate agents and, as required, 
redistribute those activities dynamically. 

Task allocation models can be classified into two categories: 

– centralized allocation: in this modular approach, an agent breaks 
down a problem into sub-problems and distributes those sub-problems 
to other agents, which are subordinate to the original agent. In this 
case, the actions are consistent, but there is a problem of reliability 
and extensibility. In addition, an agent is entirely dedicated to the 
distribution of tasks. Thus, the system is not used to the full extent of 
its capabilities; 

– decentralized, or distributed, allocation: each agent is capable of 
breaking up its own problem into sub-problems and thus distributing 
the tasks associated therewith. All the agents carry the same weight in 
the decision-making process. This type of allocation is appropriate for 
applications which already have a distributed structure. The reliability 
and the possibility of extension are better than with the previous 
model, but it is more difficult to maintain consistency. 

Three types of methods may be employed to decompose a 
problem: 

– static: with each agent knowing the skills of the other agents, the  
sub-problems can be attributed to the best-qualified agents; 

– dynamic: the agents work together to distribute the sub-problems 
in the most effective way possible; 

– mixed: each agent is aware of the skills of the other agents, but 
this knowledge is periodically updated. 

The autonomy of the agents is founded on the concept of 
intentionality. We can differentiate intention in an action from the 
intention to commit an action in the future. In the latter case, we have 
a standing goal. In order for an agent to have the intention to perform 
an action, that agent must believe that the action is possible, envisage 
committing to performing it, estimate that if certain conditions are 
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fulfilled then the action can successfully be carried out, and finally, 
not attempt to bring about all of the consequences. However, we may 
well wonder what happens when the action has been carried out by 
another agent, when an agent has two intentions in the conditions in 
which an agent can give up on its intention. 

3.8. Reactive agent systems 

A reactive agent does not have an explicit representation of its 
environment, and cannot take account of its past. The way in which it 
operates is simple, following a set of pre-programmed 
stimulus/response-type decisions. The system’s organization is 
biological, and the number of agents present in such a system is very 
high. Communication is non-intentional. For example, the agents 
leave traces of their presence, or signals, which can be perceived by 
other agents. We then speak of environmental communication. 

This type of agent results from the following postulate: the 
interaction of a large number of simple agents can emerge from 
complex organizations. 

We can consider various levels of complexity for a reactive agent: 

– stimulus/response: simple reactions to the environment; 

– coordination of elementary actions: inhibition mechanisms, 
relations between elementary actions; 

– reactive cooperation: mechanisms of recruitment between agents, 
aggregation of elementary agents; 

– reproduction: mechanisms of reproduction of reactive agents; 

– organization of reactive agents. 

Eco-resolution is a problem-solving technique based on the use of 
reactive agents. Here, problem-solving is considered to be the result of 
a set of interactions. This view stands in opposition to those adopted 
in conventional approaches to problem-solving, such as space state 
exploration, which poses problems of combinatorial explosion. 
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The distributed problem-solving approach is based on a radically-
different idea: that of the appearance of configurations as stable or 
steady states of a dynamic system, whose evolution is due to 
interactions stemming from the behaviors of small, fairly simple 
agents. 

In conventional systems, all the data are contained in the statement, 
with the system bound to find how to pass from the initial 
configuration to the final state. On the contrary, with the phenomenon 
of eco-resolution, the determination is purely local. The agents are 
characterized by behaviors of satisfaction, attack and retreat. The 
problem itself is defined by a population of autonomous agents, all 
seeking satisfaction. The final result is the consequence of a non-
deterministic interaction. The model defines the combination of 
behaviors. 

In conclusion to this section, we can argue that the study of 
learning, real-time operations or distribution, corresponds to a need in 
the area of network management. However, it is the last point which 
seems to hold the greatest interest, in that multi-agent systems, in a 
manner of speaking, constitute a generalization of the techniques of 
expert systems. Thus, they provide added value to conventional AI 
systems by offering a new type of architecture, involving 
communication as well as internal reasoning. The aspects of opening 
and distribution make them interesting for a network management 
system. 

As regards the real-time aspect, the approach adopted by AI seems 
less clear. Nevertheless, it is a crucial step in the design of a network 
administration system. Indeed, the response times (to a failure, for 
example) must be as short as possible, although this criterion is not as 
important here as it is in decision-support or command-support 
systems. 

Learning remains the Achilles’ heel of knowledge-based systems. 
As long as these systems are unable to improve, expand and refine 
their knowledge on the basis of their own experience, they will be 
dependent upon the goodwill and availability of experts and the 
quality of a manual update. 
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3.9. Active networks 

Active networks are similar to other packet- and frame-transfer 
networks. The basic unit transferred in these networks is the packet. 
The role of the nodes is to examine the different fields in the packet, 
which are placed in accordance with a very rigid predefined system. In 
particular, the address field determines the output port. The different 
fields in the packet are interpreted by a virtual machine. We can 
consider that this virtual machine is a packet interface, which is 
typically called a “network API”, or “NAPI” (Network Application 
Programming Interface). For an IP network, the IP API is the 
language defined by the syntax and semantics of the IP header. In  
typical networks, virtual machines are fixed and the language used is 
basic. 

With regard to active networks, we can say that the nodes provide 
a programmable NAPI. If we consider that, in an IP network, the 
header of the packet provides the input to the virtual machine, we can 
define an active network as one in which the nodes possess a virtual 
machine that executes the code contained in the packet headers. 

Numerous categories of active networks can be defined on the 
basis of the following attributes: 

– expressive power of the language, which determines the degree 
with which the network will be able to be programmed. The language 
can range from simple orders to very highly-evolved languages.  
The simpler the language, the shorter the computation time. 
Conversely, the more powerful the language, the greater the degree of 
customizability that can be implemented; 

– possibility of defining a stable state on the basis of the previous 
messages in the same stream, so as to increase the rate of execution 
without having to redefine a state of the virtual machine; 

– granularity of control, which enables us to modify the behavior 
of a node for all packets that pass through it, regardless of the stream 
to which that data packet belongs, or, at the other extreme, to modify 
the node’s behavior only for the particular packet being processed at 
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The existing interfaces include: 

– the interface of access to the runtime environment; 

– the interface between the runtime environment and the node’s 
operating system; 

– the interface of access to the node’s operating system. 

3.10. Programmable networks 

Programmable networks form part of active networks, whose role 
is to develop a set of software abstractions of the network resources, 
so that we can access these resources by their abstraction. 

The objective of these networks is to render the nodes 
programmable so as to adapt them to the user demands and the 
required services. The programming commands, which may be sent 
either through a signaling network or by user packets containing 
control programs, can attack the nodes at different levels of 
abstraction. The IEEE has set up a working group with the purpose of 
standardizing these interfaces. 

3.11. Autonomous networks 

The concept of an active and programmable network is gradually 
being supplanted by that of an autonomous network. An autonomous 
network is a network which does not need a management center or 
control center to make its decisions. Thus, an autonomous network is 
a network that can decide for itself how it will behave. This is a 
concept which was introduced for NGNs (Next-Generation 
Networks), whose aim is to replace all existing networks by a single 
IP network, thus integrating all communication media. 

An autonomous network must be capable of managing itself, 
detecting problems, repairing itself and controlling itself when no 
communication is possible. 
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Autonomic networks are capable of self-configuring to adapt 
dynamically to any changes in the environment, of self-optimizing to 
ensure their operational efficiency is always optimal, self-repairing to 
ensure it is highly reliable, and self-protecting to ensure the security of 
the resources and information passing through it. 

To perform these different functions, autonomic networks must 
have a certain number of attributes: 

– self-awareness; 

– environment awareness; 

– self-monitoring; 

– self-adjusting. 

To achieve these objectives, we need to change the architecture of 
the networks. Thus, autonomic networks offer a new form of 
architecture with four planes, where a knowledge plane is added to the 
usual three: the data plane, the control plane and the management 
plane. The difference with the SDN architecture stems from the 
division of the control plane into two sub-planes – the knowledge 
plane and the control plane itself. The management plane is also an 
additional plane in this architecture, but it is integrated into the 
virtualization plane where each software network has its own 
management plane. 

Figure 3.15 illustrates the new architecture of autonomic networks. 
The purpose of the knowledge plane is to collect all of the knowledge 
in the network and, for each point in that network, obtain a fairly 
universal view. The difference with the SDN architecture, here, is that 
the knowledge is centralized at a single point rather than distributed to 
each point. 

The purpose of the Knowledge Plane is to run the control 
algorithms found in the Control Plane, which controls the Data Plane, 
which corresponds to the first four layers of the conventional network 
architecture. The Management Plane is responsible for the 
administration of the other three layers. 
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own knowledge base and forwards it on to its neighbors. This 
knowledge, however, is less fresh than if the situated view were a little 
larger. 

Thus, it is necessary to optimize the situated view depending on the 
knowledge needed by the control algorithms. With this in mind, we 
need to answer the questions: which, where and why? “Which” refers 
to the knowledge necessary to optimize an algorithm; “where” relates 
to the span of the situated view; and “when” indicates  
the refreshes needed for that knowledge to be usable. On the basis of 
these different parameters, it is possible to generate situated views that 
are a little more complex than the simple one-hop definition, including 
the information of links and all the seconds. 

Until 2008, networks were remarkably static, and a network 
engineer often needed to be present to deal with things when a 
problem arose. In the case of very large networks, tens of network 
engineers could be needed to perform maintenance and deal with the 
diverse problems that emerged. 

The objective of self-adjusting networks is to offer automated 
piloting of the network by a program capable of managing the control 
algorithms in a coordinated manner, and thereby optimize the 
network’s operation. 

At the start of the 2000s, an initial attempt was made, consisting of 
using programmable networks and active networks. The research was 
not entirely conclusive, for reasons of security and cost. A new 
generation was launched in 2005, with the autonomic networks we 
have just presented. 

3.14. Conclusion 

The Cloud requires centralization, with its huge datacenters 
capable of handling enormous masses of data and of computing 
forwarding tables for a very high number of data streams. 
Unfortunately, this solution is not entirely satisfactory, because the 
reaction times are long, and reliability and security pose numerous 
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problems, which considerably increase as the networks become more 
complex. This is the reason for the advent of distributed solutions 
using far smaller datacenters, much nearer to the users. However, this 
type of architecture requires a greater degree of intelligence to 
coordinate the set of controllers. 

Slowly but surely, intelligence is being included in networks. This 
intelligence covers communication, reasoning and decision-making. 
Multi-agent systems provide the mainstay of this intelligence, which is 
able to make control- or management decisions when required. We are 
only at the very beginning of the story, but intelligence has already 
been omnipresent for a number of years at time of writing. 

This intelligence can be exercised from huge interconnected 
datacenters. In this case, it is centralized for the management and 
control of a sub-network. The interconnection of those sub-networks 
requires a greater degree of distribution. When the networks are 
controlled by datacenters of all sizes, the intelligence will need to be 
very widely distributed. 

Whilst intelligence serves to control the networks, it also has other 
impacts. In particular, security is one of the main beneficiaries of this 
intelligence. For example, an intelligent component, such as a neural 
network, is capable of analyzing what a person enters on a keyboard 
and shutting down communication if that input is not recognized. 

Intelligence in networks, therefore, is a vast field for R&D, which 
should lead to the implementation of a much greater intelligence in all 
domains relating to telecommunications. Another underlying vision is 
that of the reduction of the costs in terms of specialized personnel for 
surveillance, maintenance and, more generally, all the operations 
necessary for the survival of a network. It should become possible to 
reduce the number of engineers and technicians in the networking 
field by 50-80%, and thereby make substantial savings. However, it 
should be noted that new professions will emerge, with architects and 
high-level engineers associated with the domain of networks. 
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New-generation Protocols 

Protocols are currently undergoing numerous mutations, owing to 
the advent of the Cloud and of SDN architectures. The legacy 
protocols based on routing of IP packets and MPLS (MultiProtocol 
Label Switching) are still in place for the connection of users or data 
transport, offered by the major operator networks. However, an 
entirely new generation of networks is emerging and fighting to earn a 
place in the new arsenal of operators and Cloud providers. Firstly, 
there are the networks within datacenters, which must provide a very 
fast link between the servers, of which there are thousands, or even 
tens or hundreds of thousands. The protocol cited most at present is 
TRILL (Transparent Interconnection of Lots of Links). TRILL is a 
level-2 Ethernet network with extensions to facilitate routing in a 
level-2 Ethernet environment. Very broadly speaking, we can qualify 
TRILL as an Ethernet network encapsulated within an Ethernet 
network, enabling us to have a hierarchy of addresses and to carry out 
routing. We shall come back to this later on. 

Then, there are inter-datacenter networks, which also carry 
enormous quantities of data, going from one sub-network to another 
sub-network. There are a certain number of possibilities that are 
mentioned in the literature and are found in reality with Cloud 
management providers. In general, they are extensions of VLAN 
(Virtual LAN) techniques to maintain consistent VLAN numbers, 
even when the datacenters are not in the same sub-networks. In 
addition, the number of VLANs is limited by numbering zone, which 

Software Networks: Virtualization, SDN, 5G and Security, First Edition. Guy Pujolle.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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only allows for 4096 VLANs, because of the 12 bits in that zone. This 
category of protocols includes: 

– VXLAN (Ethernet in UDP), originally developed by VMware; 

– NVGRE (Ethernet in IP), developed by Microsoft; 

– 11aq (EVLAN), stemming from the standardization of Carrier-
Grade Ethernet. 

At the very least, the following two protocols need to be added to 
this list: 

– MPLS, developed by operators and standardized by the ITU and 
the IETF, 

– LISP (IP in IP) supported by numerous hardware manufacturers. 

The last of these protocols – LISP (Locator/Identifier Separation 
Protocol) – is fundamentally different from the previous ones, because 
it is a level-3 protocol, which is the encapsulation of an IP packet 
within an IP packet. The reason for this encapsulation is the need to 
have two IP addresses associated with an end device: the inner address 
to identify the intended receiver and the outer address for routing. This 
latter address denotes the physical position of the receiver. This 
solution means that the virtual machines can be moved but retain the 
same identity by modifying the IP address of the placement of the 
virtual machine. We shall also come back to this in greater detail later 
on. 

Finally, the rising protocol corresponds to that developed for SDN: 
it is OpenFlow, which was introduced by Nicira, later acquired by 
VMware. We shall begin with a look at this protocol. 

Remember that, as illustrated by Figure 4.1, SDN (Software-
Defined Networking) is the solution which decouples the data plane 
from the control plane. The computations and control algorithms no 
longer take place directly in the nodes of the network, routers or 
switches, but in a server situated somewhere in the network, called the 
controller. The controller may be a physical device or a virtual 
machine situated in a datacenter of greater or lesser size. 
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table and the flow. The flow is described by the ingress port number 
and the Ethernet addresses, VLAN number, VLAN priority, 
IP addresses, protocol and type of service fields, and finally, the port 
numbers of the TCP or UDP transport layer. 

 

Figure 4.4. Fields in the OpenFlow protocol 

The flow table is supplemented by values of the frame counters, 
byte counters, etc., giving a precise indication of the statistics of flows 
across all ports in the network. Therefore, the controller has a very 
precise and complete view of the whole network under its 
management. 

Amongst the numerous possible actions which can be transported 
by OpenFlow signaling, the most common include: 

– sending a packet over a list of ports; 

– adding/rejecting/modifying a VLAN Tag; 

– destroying a packet; 

– sending a packet to the controller. 

The first generation OpenFlow was standardized by the ONF 
(Open Network Foundation) in 2009. Since then, new versions have 
been released, essentially containing extensions, such as: 

– version v1.1 in 2011, to take account of the MPLS and Carrier-
Grade Ethernet Q-in-Q techniques, which we shall examine a little 
 

http://freepdf-books.com



later on
is the p

– ve
using t
detail a
when th
handled

– th
accoun
Etherne
channe
the netw

– ve

The
Figure 
even be
that ha
network

Figure 

Man
compat

n. Multicastin
possibility of 

ersion v1.2 i
the protocol 
about the stat
he network c
d by a separa

he next versio
nt still furth
et and the 

els between a
work;  

ersion v1.4 ta

ese different v
4.5. Version
e a version 2

ave proposed
ks around to

4.5. The diffe

ny open-sou
tible – to me

ng and mana
f having mult

introduces th
IPv6. This 

tistics of flow
can be split 
ate controller

on, v1.3, ext
her, includin

possibility 
a controller a

akes a new d

versions of t
n 1.5 is due 
2.0, because 
d extensions 
day. 

erent ONF stan

urce program
ntion just a f

agement are 
tiple routing 

he possibilit
version als

ws, and intro
into several 
r; 

tends the ran
g MAC-in-M

of having 
and each of 

direction, wit

the OpenFlow
to be relea

there are a g
to include m

ndards pertain

ms are OpenF
few: 

New-generat

also taken in
tables; 

ty of contro
so goes into
oduces multi
parts, with e

nge of proto
MAC from 

multiple c
the OpenFlo

th optical net

w protocol a
ased in 2015
great many w
most of the 

ning to the Op

Flow-native 

ion Protocols    

nto account, 

olling networ
o much grea
iple controlle
each one bei

cols taken in
Carrier-Gra

communicati
ow switches 

twork contro

are described
5. There cou
working grou

main types 

enFlow protoc

or OpenFlo

 87 

as 

rks 
ater 
ers 
ing 

nto 
ade 
ion 
in 

ol.  

d in 
uld 
ups 

of 

 

col 

ow-

http://freepdf-books.com



88     Software Networks 

– Indigo: an open-source implementation which is executed on a 
physical machine and uses the characteristics of an ASIC to execute 
OpenFlow; 

– LINC: an open-source implementation that runs on Linux, 
Solaris, Windows, MacOS and FreeBSD; 

– Pantou: OpenFlow for a wireless environment, OpenWRT; 

– Of13softswitch: a software switch produced by Ericsson; 

– XORPlus: an open-source software switch; 

– Open vSwitch: an open-source software switch developed by 
Nicira and integrated into the Linux kernel (in versions 3.3 and later). 
Open vSwitch is greatly used by numerous manufacturers in their 
architecture. 

Similarly, many switches and routers are OpenFlow-compatible. 
This long list includes the following: 

– NOX: NOX was the first OpenFlow controller; 

– FlowVisor: a Java OpenFlow controller that behaves like a 
transparent proxy between an OpenFlow switch and multiple 
OpenFlow controllers; 

– POX: a Python-oriented OpenFlow controller with a high-level 
SDN interface; 

– Floodlight: a Java OpenFlow controller; 

– OpenDaylight: OpenDaylight is an open-source project for a 
modulable platform which contains a controller at its center. The 
OpenDaylight controller is used as a primary controller by numerous 
manufacturers, even when those manufacturers have other proprietary 
solutions that they could use. 

In terms of the controllers, in addition to those mentioned above, 
there are numerous developments under way, compatible with 
OpenFlow, but handling many other northbound and southbound 
interfaces that have been developed to satisfy manufacturers’ needs. 
Certainly the best known of these is OpenDaylight, which we 
mentioned in the list above. The architecture is represented in 
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 purpose, it is common to use VLANs, but with extensions so as not to 
have a significant limitation on the number of VLANs supported. One 
of the most widely-used techniques is a direct extension of VLANs: 
VXLANs. 

4.2. VXLAN 

VXLAN (Virtual eXtensible LAN) is a solution capable of 
delivering communications in Clouds between datacenters. The 
technology is fairly similar to that used for VLANs and Carrier-Grade 
Ethernet extensions. It was originally developed by Cisco and 
VMware. The drawback to the basic solution of VLAN IEEE 802.1Q 
is the limitation to 4096 VLANs. VXLAN enables us to extend the 
basic technology in parallel to Carrier-Grade Ethernet. 

In order to move from one sub-network to another, in VXLANs we 
consider that we can go through any network, and therefore we need 
to go back through the transport layer. For this reason, the Ethernet 
frame to be transported between datacenters is encapsulated in a UDP 
message which, itself, is encapsulated in an IP packet and then in an 
Ethernet frame. These successive encapsulations are shown in 
Figure 4.7. 

 

Figure 4.7. VxLAN protocol 
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– 802.1p-5/4/3 DiffServ Assured Forwarding; 

– 802.1p-5, which presents the lowest loss; 

– 802.1p-3, which presents the highest loss; 

– 802.1p-2 DiffServ Best Effort. 

In the Ethernet environment, flow control is generally a tricky 
problem. Various proposals have been made to improve it. In 
particular, back-pressure methods involve the sending of control 
messages by overloaded switches, thus allowing the connected 
switches to cease their transmissions to the congested node for a 
period of time indicated in the control guidelines. 

The choice made by MEF is based on the DiffServ control scheme, 
where we find exactly the same parameters: 

– CIR (Committed Information Rate); 

– CBS (Committed Burst Size); 

– PIR (Peak Information Rate); 

– MBS (Maximum Burst Size). 

This solution demonstrates the ubiquitousness of the world of 
Ethernet, which offers a large number of solutions capable of 
competing amongst themselves to satisfy the new generation 
necessary in the world of cloudified networks. 

4.5. Carrier-Grade Ethernet 

Ethernet was designed for computer applications, rather than for 
applications in the world of telecommunications, which requires 
particular qualities which we call “carrier grade”. In order to conform 
to the requirements of the operators, therefore, the Ethernet 
environment has had to adapt. We now speak of Carrier-Grade 
Ethernet – i.e. a solution acceptable for telecom operators with the 
control- and management tools necessary in this case. This mutation 
essentially relates to switched Ethernet. 
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Carrier-Grade Ethernet must possess functions that are found in 
telecommunications networks – most notably the following: 

– reliability, which means that there must be very few failures. The 
MTBF (Mean Time Between Failures) needs to be at least 
50,000 hours; 

– availability, which must achieve the classic values in telephony – 
i.e. a functioning state 99.999% of the time. This value is far from 
being achieved by conventional Ethernet networks, which actually 
only offer availability around 99.9% of the time; 

– protection and restoration. When a failure occurs, the system 
must be able to recover within a maximum of 50 ms. This duration 
comes from telephony, where breakdowns lasting longer than this are 
unacceptable. SONET networks, for example, reach this value for 
their reconfiguration time. The solutions generally use redundancy, 
either total or partial, which involves engaging another path, arranged 
in advance; 

– performance optimization by active or passive monitoring. The 
operations are not all entirely homogeneous when the packet flows 
vary. Thus, we need to adapt the flows so they can flow without a 
problem; 

– the network must be able to accept the SLAs (Service Level 
Agreements). The SLA is a typical notion in an operator network 
when a customer wants to negotiate a service guarantee. The SLA is 
determined by a technical part – the SLS (Service Level Specification) 
– and an administrative part whereby penalties are negotiated if the 
system does not satisfy the requirements; 

– management is also an important function of operator networks. 
In particular, failure-detection systems and signaling protocols must 
be available in order for the network to work. 

From a technical standpoint, Carrier-Grade Ethernet is an 
extension of VLAN technology. A VLAN is a local-area network in 
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which the machines may be a very great distance apart. The objective 
is to make this network operate as though all of the points were 
geographically close to one another to form a local-area network. 
A VLAN may contain several users. Each Ethernet frame is diffused 
to all the machines in the VLAN. The tables which determine the 
frame switching are fixed and may be viewed as switching tables in 
which the addresses of the recipients are references. 

When the VLAN has only two points, the VLAN defines a path. 
This is the vision which was employed for Carrier-Grade Ethernet. 
Paths are formed by determining VLANs. The path is unique and 
simple if the VLAN has only two points. VLAN introduces a 
multipoint if there are more than two points. 

The problem with this solution stems from the limited size of the 
VLAN field, which is only defined by 12 bits. This is perfectly 
appropriate in the context of a company network with standard 
Ethernet switching, but becomes completely insufficient for Carrier-
Grade Ethernet, which is aimed at operator networks. Therefore, the 
size of the VLAN field has had to be increased. 

Carrier-Grade Ethernet can be subdivided into various solutions  
of extension of the VLAN zone, all of which are illustrated in  
Figure 4.10. The most typical solution consists of using the 
IEEE 802.1ad standard, which has a variety of names: PB (Provider 
Bridge) Ethernet, QiQ (Q in Q) or cascading VLAN. IEEE 802.1ah  
is also known as MiM (MAC-in-MAC) or PBB (Provider Backbone 
Bridge). The most advanced solution is called PBT (Provider 
Backbone Transport), or pseudo wire (PW) over PBT. A PseudoWire 
is an MPLS-based tunnel whereby Ethernet frames can be transported 
over an IP network with QoS guarantees. 

The solutions described in the foregoing sections are illustrated in 
Figure 4.10. 
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frame traffic on the MAC address. This solution, said to be MIM 
(MAC-in-MAC), encapsulates the client’s MAC address in an 
operator MAC. This means that the core operator only needs to know 
its own MAC addresses. In the PBB network, the matching of the user 
MAC addresses and network MAC is known only by the edge nodes, 
thus preventing the combinatorial explosion of the number of MAC 
addresses. 

The third solution, called PBT (Provider Backbone Transport), is 
fairly similar to the MPLS technique, but provides the properties 
necessary for Carrier Grade, such as unavailability of less than 50 ms. 
In a manner of speaking, this is a secured MPLS tunnel. The PBT 
tunnel is created like an MPLS tunnel, with the references 
corresponding to the endpoints of the network. The client and server 
VLAN numbers are encapsulated in the MPLS tunnel, which may, 
itself, have differentiation into operator VLANs. Thus, the real 
reference is 24 + 48 bits, so 72 bits. 

The last solution is that of the service PS (PseudoWire) offered by 
MPLS. In this case, the user and operator VLANs are encapsulated in 
an MPLS service tunnel, which may, itself, be encapsulated in an 
MPLS transport tunnel. This solution stems from the encapsulation of 
tunnels in MPLS. 

Carrier-Grade Ethernet technology is of interest to numerous 
operators. Only time will tell which solution ultimately wins out. 
However, even at this stage, it can be conclusively stated that VLAN-
within-VLAN encapsulation will be present in all such solutions. 

4.6. TRILL (Transparent Interconnection of a Lot of Links) 

TRILL (Transparent Interconnection of Lots of Links) is an IETF 
standard implemented by nodes called RBridges (routing bridges) or 
TRILL switches. TRILL combines the strong points of bridges and 
routers. Indeed, TRILL determines a level-2 routing using the state of 
the links. RBridges are compatible with level-2 bridges defined in the 
IEEE 802.1 standard, and could gradually come to replace them. 
RBridges are also compatible with IPv4 and IPv6 routers, and 
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opposed to the convention 6 bytes occupied by the Ethernet frame. 
Thus, addressing is done on the basis of addresses defined by the user 
him/herself. The added header contains 6 bytes in total, terminating 
with the ingress and egress addresses, preceded by the hop count and a 
flag. 

The Ethernet frames are recovered after decapsulation at their 
egress. Thus, we see a classic mode of forwarding – either using the 
VLAN number, with the Ethernet address serving as a reference, or 
decapsulating the Ethernet frame to retrieve the IP packet. 

An interesting point is the possibility to transfer the frames from 
the same flow using several paths simultaneously: this is known as 
multipath, or ECMP (Equal Cost MultiPath), which enables us to 
detect the different paths of equal cost and point the frames along 
these various paths. 

4.7. LISP (Locator/Identifier Separation Protocols) 

LISP (Locator/Identifier Separation Protocol) was developed to 
facilitate the transport of virtual machines from one datacenter to 
another without changing the IP address of the virtual machine. In 
order for this to work, we need to separate the two interpretations of 
the IP address: the identifier of the user machine and the locator used 
for routing. If we wish to preserve the address of the virtual machine, 
it is necessary to differentiate these two values. This is what LISP 
does, but it is not the only protocol to do so: HIP (Host Identity 
Protocol) and SHIM6 (Level 3 Multihoming Shim Protocol for IPv6) 
also differentiate the two interpretations, but with mechanisms based 
on the destination machines.  

With LISP, the routers take care of the association between the 
address of the destination machine – the EID (Endpoint ID) – and the 
address used for routing – the  RLOC (Routing-Locator). When a 
communication is begun between an addressee machine and a server 
machine, the traffic is intercepted by an “iTR” (ingress Tunnel 
Router), which must determine the appropriate RLOC to access the 
server machine, whose address is that of the EID. The network egress 
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Thanks to the considerable success of level 2, working group 802 
at the IEEE is increasing the number of their campaigns in other 
directions, such as wireless networks, for which wireless Ethernet has 
become the main standard, access networks or home networks. In 
Chapter 6, we shall take a look at the new standards that are emerging 
in this domain. 
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5 

Mobile Cloud Networking  
and Mobility Control 

Mobile Cloud Networking (MCN) is a solution which has become 
very important in the context of mobile networks. The basic element is 
the mobile terminal, which moves around and requests services from a 
Cloud which, for its part, is fixed. Mobile Cloud also refers to 
technologies where the Cloud itself is mobile. It moves around with 
the client. The mobile Cloud may be virtual but also physical. We 
shall begin, in the first section, by examining MCN, and then in the 
second section we shall look at mobile Clouds, before concluding this 
chapter with a discussion of the means of control of mobility of the 
terminals and users. 

5.1. Mobile Cloud Networking 

The exact definition of “Mobile Cloud Networking” is very 
controversial, because there is no real definition and no clear 
architecture. There are two predominant orientations in the field of 
MCN: 

– an application orientation, which means that a mobile device 
with limited resources is able to handle applications which require 
intensive computations or more memory than the terminal has; 

– a network orientation, which involves the optimization of 
algorithms for the control of mobile services. 

Software Networks: Virtualization, SDN, 5G and Security, First Edition. Guy Pujolle.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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– performance of control applications for mobiles; 

– minimization of energy consumption by the terminals, 
datacenters, etc.; 

– availability; 

– high security: 

- m-commerce, 

- m-Cloud access, 

- m-payment. 

The architectural differences we have described can be combined 
to optimize the above criteria. Once again, we see the hierarchy of 
datacenters ranging from enormous datacenters to the minuscule 
“femto-datacenters”. It is not easy to optimize these environments, 
even though the architecture is sometimes relatively well defined. 
Often, it appears that the system of the future is Clouds that form 
easily and are just as easily transformed, and is beginning to gain 
momentum, known by the name “mobile Cloud”, which we shall now 
examine. 

5.2. Mobile Clouds 

A “mobile Cloud” is a set of small datacenters which, once they 
are connected, form a Cloud. The difficulty lies in the mobility of such 
Cloudlets and the diversity of forms of mobility, so the Cloudlets can 
attach and detach. If all the Cloudlets or mini-datacenters move 
simultaneously, then it is a VANET (Vehicular Area Network) which 
supports the mobile Cloud. On the other hand, if the mobiles which 
transport the mini-datacenters move independently of one another, 
with no coordination between them, the mobile Cloud has greater 
difficulty in forming and evolving on the basis of the movements. 
Figure 5.5 shows an example of a mobile Cloud, wherein each vehicle 
has its own femto-datacenter.  
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enables the Cloudlets to simply connect with one another at acceptable 
speeds to form a wider Cloud. In fact, there are two mobile Clouds: 
one for each direction of travel of the vehicles. 

 

Figure 5.6. Two mobile Clouds 

A large mobile Cloud can be established when a traffic jam occurs, 
as shown in Figure 5.7. When hundreds of vehicles are in the same 
place, the overall power may become quite substantial. The vehicles 
must be connected in a mesh network with specific protocols, such as 
OLSR, to allow for data transmission between the vehicles. 

5.3. Mobility control 

Mobility is difficult to manage because the decisions essentially 
need to be made in real time, and the motion means that it is 
impossible to use powerful entities such as datacenters, which  
are situated too far from the periphery, except perhaps if we  
consider new technologies such as C-RAN, where the local loop  
needs to be rethought, and replaced by an optical network. With few 
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exceptions, we must move the decisions to the endpoints, and this 
delocalization is done by local controllers. We again see the issue of 
SDN on the periphery, which we have already touched on many times. 
The OpenFlow protocol may play an important role in connecting the 
client and the controller. 

 

Figure 5.7. A large mobile Cloud 

Two types of controller may be found, low-level controllers and 
high-level controllers. The former handle the lower layers: frequency 
regulation, power regulation and adaptations of the physical and link 
layers – i.e. of levels 1 and 2. These controllers can also manage 
certain types of security applications, such as detecting hacker access 
points. High-level controllers are associated with SDN controllers. 
They are capable of handling the properties shown in Figure 5.8. 

These properties contain the authentication of users by any given 
technique, with the harvesting of a maximal number of characteristics 
of the user and his/her applications. The reason for this information-
harvesting is to facilitate an SDN control performed directly by the 
local controller or to transmit these data to a central SDN controller.  
The user’s characteristics are often coupled with a database which is 
regularly updated.  
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“zero configuration”: the controller is capable of substituting the 
mobile terminal to provide particular properties. For example, the 
controller can intercept a user’s electronic messages and send them 
using its own SMTP, in the knowledge that the network to which  
the mobile is connected does not accept the messages of the user who 
is a guest of the company. Another example is the use of a printer 
from a mobile phone. The controller can load a virtual driver and 
enable the mobile to print locally. Finally, the controller can manage 
solutions to enable the user to use passwords to connect to the  
access point. 

If we examine the authentication more specifically, the most 
conventional method is a window in which the client enters his/her 
username and password, using the IEEE 802.1x standard, for example. 
Another solution is access by authentication on another site, such as 
Google or Facebook, or on a payment server. Once the external 
authentication has been performed, a specific protocol such as OAuth 
can send the authentication back to the controller. One final solution 
may be to ask the user to fill out an information page in order to gain 
access. 

It should be noted that in the last two scenarios, the client must be 
able to connect to the network without authentication. Thus, the access 
point must allow him/her to pass on a specific, provisional 
authorization of the controller. This solution is often an option in 
authentication systems. However, it is somewhat risky, because once 
he/she is authenticated on an external server, the client can continue to 
navigate without returning for a firm authentication on the local 
controller. 

Figure 5.9 presents the two solutions for application controllers: 
the first is physical and the second virtual. The advantage of the 
virtual controller is that it uses the resources which are necessary at 
any given moment – i.e. a great deal of resources at peak times and 
practically no resources during trough periods.  
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Case 4 represents the solution where we need to access the central 
controller which, after authentication and consultation of the profile, 
allows the client to access the Internet. 

 

Figure 5.10. Access authorization cases for a controller 

5.4. Mobility protocols 

The convergence of landline and mobile telephones means that any 
application installed on a server can be used from a fixed or mobile 
device. The first condition to achieve this convergence is that a mobile 
be able to remain connected to the network whilst moving around, 
without the functioning of the application being interrupted. Changes 
of cell (known as handovers) must take place transparently and 
seamlessly, with the same quality of service being maintained if the 
application requires it. 
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We shall begin by discussing macromobility, which involves the 
management of mobility of terminals between two different IP 
domains, and micromobility, which relates to the change of 
attachment point within the same IP domain. In the first case, the main 
protocol is IP Mobile; in the second, various protocols are in 
competition with one another. We shall then go on to examine 
multihoming – i.e. the case where a terminal is simultaneously 
connected to several networks. 

5.5. Mobility control 

Two main types of mobility control solutions in IP networks have 
been put in place, depending on the mobile terminal’s movement: 
support for macromobility and support for micromobility. 

In the former case, the mobile changes the IP network, whereas in 
the latter, it stays within the same network but changes its attachment 
antenna. Macromobility is handled by the IP Mobile protocol. For 
micromobility, numerous protocols have been defined. We shall 
examine the main ones in this chapter. 

5.5.1. IP Mobile 

IP is increasingly being presented as a solution to the problems 
posed by mobile users. The IP Mobile protocol can be used in IPv4, 
but the potential lack of addresses complicates the management of 
communication with the mobile. IPv6 is preferable, because of the 
large number of available addresses, which means that temporary 
addresses can be assigned to the stations as they move around. 

The operation of IP Mobile is as follows: 

– a station has a base address, with an agent attached to it, whose 
role is to monitor the match between the base address and the 
temporary address; 

– when a call comes into the mobile station, the request is sent to 
the database in which the base address is held; 
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– because of the agent, it is possible to match the base address to 
the provisional address and send the connection request to the mobile. 

This solution is similar to that used in mobile networks. 

The terminology employed in IP Mobile is as follows: 

– Mobile Node: terminal or router which changes its attachment 
point from one sub-network to another; 

– Home Agent: router of the sub-network with which the mobile 
node is registered; 

– Foreign Agent: router of the sub-network being visited by the 
mobile node. 

The IP Mobile environment is formed of three relatively separate 
functions: 

– agent Discovery: when the mobile arrives in a sub-network, it 
searches for an agent capable of handling it; 

– registration: when a mobile is outside of its home domain, it 
registers its new address (Care-of-Address) with its Home Agent. 
Depending on the technique used, registration may take place directly 
with the Home Agent, or be done through the Foreign Agent; 

– tunneling: when a mobile is outside of its home sub-network, the 
packets need to be delivered to it by way of the technique of 
tunneling, which links the Home Agent to the Care-of-Address. 

Figures 5.11 and 5.12 illustrate the arrangement of communication 
in IP Mobile for IPv4 and IPv6. 

5.5.2. Solutions for micromobility 

Various protocols have been put forward by the IETF for the 
management of micromobility in order to improve IP Mobile. Indeed, 
micromobility solutions are primarily intended to reduce the signaling 
messages and the latency of handover caused by the mechanisms of IP 
Mobile. Generally, we distinguish two categories of approaches for 
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The aim of FMIPv6 is to reduce the latency of handover by 
remedying the shortcomings of MIPv6 in terms of time taken to detect 
the mobile’s movement and register the new care-of-address, but also 
by pre-emptive and tunnel-based handovers. 

Approaches based on forwarding tables consist of keeping routes 
specific to the host in the routers to transfer messages. Cellular IP and 
HAWAII (Handoff-Aware Wireless Access Internet Infrastructure) 
are two examples of micromobility protocols using forwarding tables. 

5.6. Multihoming 

Multihoming involves a terminal connecting to several networks 
simultaneously in order to optimize the communications by selecting 
the best network, or by allowing an application to take several paths. 
Thus, the packets forming the same message may take several 
different paths simultaneously. In the slightly longer term, a terminal 
will be connected to several networks, and each application will be 
able to choose the transport network (or networks) it uses. 

The term “multihoming” refers to the multiple “homes” that a 
terminal may have, with each “home” assigning its own IP address to 
the terminal. Thus, the terminal has to manage the different IP 
addresses assigned to it. 

Multihoming enables us to have several simultaneous connections 
to different access networks. A multihomed terminal is defined as a 
terminal which can be reached via several IP addresses. 

We can distinguish three scenarios: 

– a single interface and several IP addresses. This is the case for a 
terminal in a multihomed site. Each IP address of the terminal belongs 
to a different ISP. The goal of this configuration is to improve 
reliability and optimize performances by using traffic engineering; 

– several interfaces, with one IP address per interface. The 
terminal has several physical interfaces, and each interface has only 
one IP address. Such is the case with a multi-interface mobile 
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terminal. The interfaces may be different access technologies and be 
connected to different networks. Each interface obtains an IP address 
assigned by its own network; 

– several interfaces, with one or more IP addresses per interface. 
This is the most commonplace situation. The terminal has several 
physical interfaces, each of which can receive one or more IP 
addresses, attributed by the attached networks. 

There are two main approaches to multihoming: one using the 
routing protocol BGP (Border Gateway Protocol), and one using the 
Network Address Translation mechanism. These solutions are based 
on network routing and address management techniques to achieve 
high connection ability and improved performance. 

The earliest multihoming protocols were at transport level, with 
SCTP (Stream Control Transmission Protocol) and its extensions. At 
network level, SHIM6 (Level 3 Multihoming Shim Protocol for IPv6) 
and HIP (Host Identity Protocol) are the two protocols supporting 
multihoming standardized by the IETF. 

Another way of looking at multihoming protocols for a mobile 
terminal is to develop the multipath transmission protocol on the basis 
of the single-path transmission protocol. Such is the case with the 
registration of multiple addresses in a mobility situation: addresses 
known as the multiple Care-of-Address (mCoA) and MTCP 
(Multipath TCP). The mCoA protocol is an evolution of Mobile IPv6, 
which allows multiple temporary addresses (CoAs) to be registered on 
the same mobile terminal. This solution defines a registration ID 
whose purpose is to distinguish the CoAs of the same terminal. 
MPTCP is a recent extension of TCP to take care of data transmission 
along several paths simultaneously. An MPTCP connection is made 
up of several TCP connections. 

The objectives of a multihoming protocol for a multi-interface 
mobile terminal are as follows: 

– the available paths must be simultaneously used to increase the 
bandwidth; 
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– the load-sharing algorithm which distributes the data along 
multiple paths must ensure that the total bandwidth is at least equal to 
that obtained on the best path; 

– the use of several paths must enhance the reliability of the 
communication; 

– the multihoming protocol must support mobility by dealing with 
the problems of horizontal and vertical handovers; 

– the interfaces of different access technologies should provide 
users with better radio coverage. 

5.7. Network-level multihoming 

In this section, we present three protocols that take care of 
multihoming at network level: HIP (Host Identity Protocol), SHIM6 
(Level 3 Multihoming Shim Protocol for IPv6) and mCoA (Multiple 
Care-of-Addresses). 

Before going into detail about HIP and SHIM6, let us introduce the 
main principles of these two protocols. In an IP network, the IP 
address is used both as the terminal’s identifier and locator. We have 
already seen this property in the case of the LISP protocol. This dual 
function of the IP address poses problems in a multihoming 
environment. Indeed, as each terminal has several IP addresses 
associated with its interfaces, a terminal is represented by multiple 
IDs. In mobility, when the terminal moves outside of the coverage 
range of a given technology, it switches to the interface of another 
technology. Communication is then interrupted because the upper 
layers think that the different IDs represent different terminals. The 
simultaneous transmission of data along several paths is impossible, 
because those paths are not considered to belong to the same terminal. 

With HIP and SHIM6, we separate the two functions of the IP 
address in order to support multihoming. An intermediary layer is 
added between the network layer and the transport layer. This layer 
enables us to differentiate the node’s ID and its address. The ID no 
longer depends on the node’s attachment point. Although the node 
may have several addresses, it is introduced by a unique identifier in 
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the upper layers. When one of the node’s addresses is no longer valid, 
the ID is associated with another address. The intermediary layer 
handles the link between the ID and the address. Therefore, the change 
of address becomes transparent to the upper layers, which associate 
only with the ID. 

5.7.1. HIP (Host Identity Protocol) 

HIP is an approach which totally separates the identifying function 
from the localizing function of the IP address. HIP assigns new 
cryptographic “Host Identities” (HIs) to the terminals. 

In the HIP architecture, the HI is the terminal’s ID presented to the 
upper layers, whereas the IP address only acts as a topological 
address. As is indicated by Figure 5.13, a new layer, called the HIP, is 
added between the network and transport layers. This HIP layer 
handles the matching of the terminal’s HI and its active IP address. 
When a terminal’s IP address changes because of mobility or 
multihoming, the HI remains static to support that mobility and 
multihoming. 

The HI is the public key in a pair of asymmetrical keys generated 
by the terminal. However, the HI is not directly used in the protocol, 
because of its variable length. There are two formats of HI, using 
cryptographic hashing on the public key. One representation of HI, 
with 32 bits, called the LSI (Local Scope Identifier), is used for IPv4. 
Another representation of HI, with 128 bits, called the HIT (Host 
Identity Tag), is used for IPv5. 

Before communicating with one another, the terminals use the HIP 
base exchange protocol to establish the HIP association. HIP base 
exchange is a cryptographic protocol which enables the terminals to 
authenticate one another. As shown by Figure 5.14, the base exchange 
comprises four messages that contain the communication context data, 
such as the HITs, the public key, the security parameters of IPSec, etc. 
I and R respectively represent the initiator and the responder of the 
exchange. In order to protect the association against Denial-of-Service 
(DoS) attacks, a puzzle is added into messages R1 and I2. As the HI 
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Figure 5.15. HIP base exchange with DNS 

5.7.2. SHIM6 (Level 3 Multihoming Shim Protocol for IPv6) 

Like network-level multihoming protocols, SHIM6 also supports 
the separation of the identifying and localizing roles of the IP address. 
SHIM6 employs an intermediary SHIM sub-layer within the IP layer. 

Unlike HIP, the SHIM6 approach does not introduce a new 
namespace for the identifiers. The terminal considers one of its IP 
addresses as its identifier. Known as the ULID (Upper-Layer 
Identifier), it is visible to the upper layers. Once the terminal’s ULID 
is chosen, it cannot be modified for the duration of the communication 
session. This mechanism ensures transparent operation of all upper-
layer protocols in a multihoming environment, because these 
protocols always perceive a stable IPv6 address. The SHIM sub-layer 
handles the matching of the ULID and the terminal’s active address 
during the transmission. 

As illustrated in Figure 5.16, terminal A has two addresses – IP1A 
and IP2A – and so does terminal B (IP1B, IP2B). The stable source 
and destination addresses perceived by the upper layers are, 
respectively, IP1A and IP1B. Suppose that the IP1A and IP1B address 
are no longer valid for the two terminals. If terminal A continues to 
send packets to terminal B, the application of terminal A indicates 
IP1A and IP1B as the packet’s source and destination addresses, 
because it is not aware of the change of addresses. When the SHIM 
sub-layer of terminal A receives that packet, it converts the indicated 
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ULIDs into the real addresses of the two terminals. Then, the packet is 
sent over the address IP2A of terminal A to the address IP2B of 
terminal B. When the SHIM sub-layer of terminal B receives the 
packet, it translates the addresses back into ULIDs (IP1A for the 
source and IP1B for the destination) before sending data up to the next 
layer. Due to the matching between the ULID and the address 
performed by the SHIM sub-layer, the changes of address are totally 
transparent for the upper-layer protocols. 

 

Figure 5.16. Example of matching in SHIM6 

5.7.3. mCoA (Multiple Care-of-Addresses) in Mobile IPv6 

MIP6 (Mobile IPv6) is the protocol used to manage mobility for 
IPv6. In the IP mobility architecture, each mobile node has a static 
HoA (Home Address) which is attributed by its home network. When 
the mobile node enters a host network, it obtains a new, temporary IP 
address known as the CoA (Care-of-Address). It informs its home 
agent (HA), which is in the home network. The HA stores, in its cache 
(Binding Cache), the match between the CoA and the HoA of the 
mobile node. Then, if there is any traffic destined for the HoA, it is 
intercepted by the HA and redirected to the mobile node’s true address 
using an IP tunnel. Consequently, the mobility of the mobile node 
becomes transparent to the corresponding nodes. The principle of 
Mobile IPv6 is illustrated in Figure 5.17. 

http://freepdf-books.com



12

 

ca
no
m
ca
Co
be

fa
re
sa
its
is 
to
By
in
In
m
m
no
al
 

26     Software N

The limitat
an only regis
ode moves to

must inform i
ache. The H
onsequently,
etween a CoA

With a view
acilitate the re
eceiving seve
ame number 
s HA. With t
used. Every

o a match bet
y using one

nforms its HA
n its binding

mobile node, 
managed by t

ode sends t
gorithm. Fo

Networks 

Fig

tions of Mob
ster one CoA
o a new netw
its HA of thi
HA then re
, at any give
A and HoA.

w to being a
egistration o
eral CoAs as
of matches 

this goal in m
y instance of 
tween a CoA
e or more B
A of its CoA
g cache, the 
as illustrated
the mobile n
the traffic 

or incoming 

gure 5.17. Mo

bile IPv6 ste
A with his/he
work, it obtain

is change in
eplaces the 
en time, the

able to suppo
of multiple C
ssociated wit
between its 

mind, a bindi
a registratio

A and an HoA
Binding Upd
A/HoA match

HA stores 
d by Figure
node. For ou
in accordan
data flows

obile IPv6 

em from the
er HA. Indee
ns a new Co

n order for th
old CoA w

ere can only 

ort multihom
oAs was def
th its interfa
CoAs and it
ing identifier

on (binding), 
A, is identifie
ate message

hes and the c
all the mat
5.18. Multip
utgoing data

nce with its
, the mobile

e fact that th
ed, when the
A. The mobi
he HA to up
with the ne

be one asso

ming, an exten
fined: a mobi
aces can regi
ts unique Ho
r (BID) in th
which is equ

ed by a uniqu
es, the mobi
correspondin
tches bound 
path transmi
a flows, the 
s flow dist
e node defi

 

he client 
e mobile 
ile node 

pdate its 
ew one. 
ociation 

nsion to 
ile node 
ister the 
oA with 
he cache 
uivalent 
ue BID. 
ile node 
ng BIDs. 
 by the 
ission is 

mobile 
tribution 
ines the  

http://freepdf-books.com



Mobile Cloud Networking and Mobility Control     127 

 

traffic preferences and informs the HA of those preferences. The HA 
then distributes the traffic destined for that mobile node via the 
different CoAs in keeping with the stated preferences. 

 

Figure 5.18. Registration of several CoAs in Mobile IPv6 

5.8. Transport-level multihoming 

In the classic transport protocols TCP and UDP, each terminal 
uses a single address for a communication. If the terminal’s address 
changes, the connection is interrupted. With the evolution of access 
technology, it is quite common for a terminal to have several IP 
addresses associated with its interfaces. The solutions put forward for 
the transport level involve each terminal maintaining a list of 
IP addresses. One address can be replaced by another without the 
communication being broken. Transport-level multihoming protocols 
are extensions of TCP such as MPTCP (Multipath TCP), Multihomed 
TCP, TCP-MH, and SCTP (Stream Control Transmission Protocol). 
In this section, we shall discuss the two most widely used standardized 
protocols: SCTP and MPTCP. 

5.8.1. SCTP (Stream Control Transmission Protocol) 

Stream Control Transmission Protocol (SCTP) is a transport 
protocol which was defined by the IETF in 2000 and updated in 2007. 
Originally, this protocol was developed to transport voice signals on 
the IP network. As it is a transport protocol, SCTP is equivalent to 
other transport protocols such as TCP and UDP. SCTP offers better 
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sent along that path, and has no impact on the other flows. Each SCTP 
flow independently numbers its chunks, using the sequence numbers 
StreamID and Stream Sequence Number (SSN). 

Thanks to multistreaming, transport capacity is greatly improved. 
One of the most important services provided by SCTP is multihoming 
support. In this case, each SCTP terminal has a list of IP addresses 
linked to its interfaces. 

When the connection is established, the SCTP terminals exchange 
their address lists. Of the IP addresses on that list, the terminal 
chooses one as a primary address, with the others being secondary 
addresses. In accordance with this principle, each SCTP  
connection has one primary path and multiple secondary paths. The 
primary path is used for data transmission. In case the primary path 
breaks down, SCTP uses one of those secondary paths to continue 
communication. 

SCTP uses the Heartbeat mechanism to check whether a path is 
active. The Heartbeat message is periodically sent to each  
address advertised by the other terminal. The consecutive absence of 
an acknowledgement, Heartbeat-Ack, from the addressee indicates 
that a path is unavailable. Figure 5.21 illustrates the Heartbeat 
mechanism. 

Terminal A periodically sends the Heartbeat message (every THB 
seconds) to check the availability of the path between two IP 
addresses (IP1a and IP1b). After n tests without acknowledgement,  
the path (IP1a, IP1b) is deemed to be inactive. If the primary path 
becomes inactive, a secondary path is used to send data until the 
primary path becomes active once more. 

In each SCTP connection, a single path may be used for the data 
transmission, with the others being considered as backup paths. 
Multihoming stems from the possibility of using several paths 
simultaneously. Extensions of SCTP are needed in order for SCTP to 
be able to completely support multihoming. 
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The extension LS-SCTP is composed of two new elements: 

– a new parameter in the INIT and INIT-ACK chunks, which 
indicates whether the terminals support the extension; 

– two new types of chunks: an LS-Data (Load-Sharing Data) 
chunk, used for sending data, and an LS-SACK (Load-Sharing 
SACK) acknowledgement chunk, which provides selective 
acknowledgements on each path. 

Figure 5.22 illustrates the architecture of LS-SCTP. On each side 
of the connection, we see an overall “Association Buffer”, a Path 
Assignment Module and a Path Monitor. LS-SCTP separates the flow 
control from the congestion control. The flow control is managed at 
the level of the connection. The terminals use the association buffer to  
receive data from all paths before sending them to the corresponding 
terminal or to the application. 

 

Figure 5.22. Architecture of LS-SCTP 

The fragmentation and reassembling of the data take place in the 
connection buffer. Congestion control is performed for each path. 
Each path has its own congestion control parameters, such as the size 
of the congestion window (cwnd), the slow-start threshold (ssthresh), 
the round-trip time (RTT), etc. 

http://freepdf-books.com



132     Software Networks 

 

To separate the flow control from the congestion control, LS-STCP 
uses two different sequence numbers. The first is the ASN 
(Association Sequence Number), which is the sequence number for 
the active connection. It is used to order all the chunks received by the 
buffer on the connection to the receiver. The second is the sequence 
number of data chunks for each path, called the PSN (Path Sequence 
Number). It ensures that each path is reliable and controls the path 
congestion. In the LS-SCTP architecture, the Path Assignment module 
takes care of the distribution of the data between the available paths. 
This distribution is based on the availability of bandwidth. This 
module distributes chunks depending on the cwnd/RTT ratio of each 
path. Once the path is selected, the chunk provides a PID, indicating 
the path and a PSN. 

Another difference between LS-SCTP and SCTP is the 
retransmission mechanism. To improve the likelihood of a 
retransmitted data chunk reaching the receiver, the retransmission uses 
a different path to that used for the previous attempted transmission. 
The Path Monitor module is responsible for overseeing the available 
paths and updating the list of active paths. This module updates the 
active path list when it obtains information from the network relating 
to the failure of an existing path or the availability of a new path. 
When the transmitter detects that a path is unavailable, it changes the 
status of that path to “inactive”. Inactive paths still remain associated 
with the connection. The transmitter continues to monitor them by 
means of the HeartBeat mechanism. As soon as an inactive path 
becomes active once more, Path Monitor adds it to the list of active 
paths and uses it for transmission. 

5.8.2. CMT (Concurrent Multipath Transfer) 

Multihoming is incompletely supported by SCTP. The only reason 
for having multiple paths available is to have redundancy in place. 
SCTP transmits via the primary path. The secondary paths are used 
only if the primary path fails. An extension of SCTP, called CMT 
(Concurrent Multipath Transfer), has been put forward for 
transmission via multiple paths. 
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In CMT, there is no distinction between the primary and secondary 
paths. All paths are equivalent, and are used simultaneously in data 
transmission. CMT employs the same system of sequencing numbers 
as SCTP. CMT uses the round-robin algorithm to send the data along 
the available paths. The sending of data to the transmitter is monitored 
by the size of the congestion window (CWND) for each path. CMT 
sends the data along a path as soon as the congestion window for that 
path becomes available. When several paths can be used for the 
transmission, the path is selected using the round-robin model. CMT 
fills the congestion window of each path before moving on to the next. 

Despite the benefits of using multipath transmission, CMT brings 
with it the phenomenon of de-sequencing, which degrades 
performances, because of the fact that the paths in CMT may have 
different characteristics in terms of bandwidth and delay. 

CMT identifies three causes of de-sequencing of data at the 
receiver’s end: 

– needless fast retransmissions. In a multipath transmission, paths 
may have different bandwidths and delays. It may be that an 
acknowledgement from a fast path will indicate the loss of a packet 
while that packet is still in transit on a slower path, and only arrives at 
its destination later on. CMT uses the same congestion control 
mechanism as TCP. When the transmitter receives three duplicate 
acknowledgements indicating the loss of a packet, it deems that packet 
to be lost in the network and triggers the fast retransmission of the 
packet. However, this retransmission is needless, because it is the de-
sequencing which is the cause of the duplicated acknowledgements; 

– inaccurate updating of the congestion window. The mechanism 
by which the congestion window is updated only allows it to be 
increased if a new cumulative acknowledgement (CUM ACK) number 
is received by the transmitter. When the acknowledgements with the 
same CUM ACK have arrived, even if they contain new data gaps, the 
transmitter does not modify its congestion window. As the 
phenomenon of de-sequencing occurs regularly in CMT, several 
acknowledgements with the same acknowledgement are sent to the 
transmitter. When the data gaps are covered by a new 
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acknowledgement, the congestion window is only increased with the 
new data acknowledged in the most recent acknowledgement. The 
previously-acknowledged data in the gaps do not contribute to the 
growth of the congestion window. In other words, the congestion 
window update does not exactly repeat the volume of data transmitted; 

– increased acknowledgement traffic. The principle of delayed 
acknowledgements in TCP is also used in SCTP. Instead of sending an 
acknowledgement for each and every packet received, the use of a 
group acknowledgement for several packets reduces 
acknowledgement traffic. SCTP uses this mechanism if the packets 
reach the receiver in the correct order. De-sequenced packets must be 
acknowledged immediately. However, as it is quite common for de-
sequencing to occur in CMT, if the receiver cannot delay the sending 
of the acknowledgements, then acknowledgement traffic is greatly 
increased, which may impact the network’s performance. CMT 
includes the following solutions for these problems: 

- in order to prevent needless retransmissions, CMT offers the 
algorithm SFR (Split Fast Retransmit), which enables the transmitter 
to correctly interpret duplicate acknowledgements. SFR defines a 
virtual buffer for each destination within the transmitter’s 
retransmission buffer. With the additional information of each 
destination, such as the highest acknowledged TSN for each 
destination, the transmitter can distinguish between de-sequencing and 
actual data loss, with a view to correctly triggering fast retransmission. 
A chunk with the TSN T for destination M is deemed lost if and only 
if T is lower than the highest acknowledged TSN for destination M; 

- the algorithm CUC (Cwnd Update for CMT) is proposed to 
correctly update the congestion windows for the paths. At the level of 
the transmitter, each destination has a variable known as the PSEUDO-
CUMACK, which represents the smallest anticipated TSN. Upon receipt 
of a SACK acknowledgement, the transmitter checks whether there is 
a change of PSEUDO-CUMACK for each destination. An increase of a 
PSEUDO-CUMACK triggers the updating of the congestion winder of 
the corresponding destination, even if the CUM ACK does not advance. 
Thus, the congestion window for each destination increases in parallel 
to the acknowledged data, without having to wait for the new CUM 

ACK; 
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- CMT offers the algorithm DAC (Delayed ACK for CMT) to 
reduce acknowledgement traffic. DAC enables the CMT to delay the 
acknowledgement, even if the packets arrive out of sequence. As the 
sending of acknowledgements is often reported, the transmitter must 
closely analyze each acknowledgement received to detect any loss of 
data as quickly as possible. For this reason, in each acknowledgement, 
the receiver informs the transmitter of the number of data packets it 
has received since the sending of the least acknowledgement. This 
proposition requires modifications to be made to both transmitter and 
receiver. 

5.8.3. MPTCP (Multipath TCP) 

TCP is the most widely used transport protocol by Internet-based 
applications, but this protocol does not support multihoming. In spite 
of the existence of different paths, each TCP connection is limited to 
serving only one path for transmission. The simultaneous use of 
several paths for the same TCP session could improve data rate and 
offer better performances by strengthening the reliability of the 
connection. Multipath TCP, defined by the IETF, is a modified 
version of TCP which supports multihoming and allows the 
simultaneous transmission of data along several paths. As MPTCP is 
compatible with TCP, there is no need to modify existing applications 
to use its services. MPTCP is designed to gather together several 
independent TCP flows in a single MPTCP connection, ensuring 
transparency for the upper layers. 

5.9. Conclusion 

Mobile Cloud Networking is a paradigm which is growing 
enormously in importance, with the development of mobile terminals 
which are often not very powerful in comparison to the demand of 
certain applications. Mobile Cloud is another paradigm where clients 
come together to form a Cloud. As yet, this solution is not widely 
used, but it is likely to increase with the installation of more powerful 
boxes in vehicles. 
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Finally, we have examined network application controllers, which, 
along with SDN access points, are becoming increasingly common, 
and this solution represents the likely future of the discipline. 
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In Figure 6.1, we also see two other directions taken by mobile 
networks. The first is WiMAX, normalized by the IEEE 802.16 
working group. However, this initiative failed – not so much from the 
technological standpoint, but definitely so from the political 
perspective, given the power of mobile networks operators who have 
chosen the 3GPP as a standardizing body, and the trend visible across 1 
to 5G. The second direction is Wi-Fi, which exhibits very promising 
behavior, and sells hundreds of millions of components every single 
day. The Wi-Fi family is currently expanding to include increasingly 
high data rates and increasingly longer ranges. We are going to examine 
these new standards in detail in this chapter. 

6.1. 3GPP and IEEE 

The 3GPP and the IEEE are the two main standardization bodies. 
The different standards are marked in Figure 6.2. It should be noted 
that LTE (Long Term Evolution) is the last version of 3G, and does 
not belong to 4G. The 4G series begins with LTE-A (LTE-Advanced), 
which is the first 100% IP standard of its kind. In LTE, telephone 
signals still use GSM or CDMA – i.e. 2G in digital circuit-switched 
mode. However, it is possible to use telephony in VoIP mode over the 
data part of the LTE interface. In this case, the voice signals are 
referred to as VoLTE (Voice over LTE). 

 

Figure 6.2. The two major wireless solutions and their convergence 

Figure 6.2 shows the convergence of the two techniques developed 
by the 3GPP and the IEEE. In Chapter 1, we saw that only by 
combining these two technologies will we be able to supply the 
capacity that users today demand. Wi-Fi is becoming the offloading 
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technique for 4G/5G – i.e. it is used to relieve the load on the 4G/5G 
networks, with Wi-Fi antennas being used alongside the mobile 
network antennas. Predictions are that offloading will come to 
represent three quarters of the data rates of mobile terminal connections. 
In addition, Wi-Fi represents high data rates across hotspots, but using 
the Internet rather than the mobile access networks. The version of Wi-
Fi for the world of telecommunications can take a variety of forms. For 
the moment, Wi-Fi Passpoint is the version which seems to be the most 
popular. Passpoint is championed by the Wi-Fi Alliance, which has 
already shown its strength, promoting the use of Wi-Fi through proving 
the conformity of products. However, other solutions are also being 
studied by the standardization organizations, such as replacing Wi-Fi 
with LTE antennas and equipping all terminals and servers with LTE 
ports, referred to as Home eNodeB (HeNB). We shall see that this 
solution fits into the context of software networks, with the dawn of 
software LTE. 

We shall begin by examining the new generations of Wi-Fi, which 
have the necessary capacity to deal with the exponentially-increasing 
demand of users. 

6.2. New-generation Wi-Fi 

The new-generation of Wi-Fi began with the IEEE 802.11ac 
standard, which was released in late 2013 and achieves data rates 
higher than 1 Gbps. This minimum value of 1 Gbps marks the new 
generation of Wi-Fi. The IEEE 802.11ac standard, which we shall go 
on to examine in detail, is supplemented by IEEE 802.11ad, which 
uses a new frequency band: 60 GHz. This solution is primarily 
designed for the inside of buildings, and for very directional use 
outside. Indeed, at these frequencies, the signal is very vulnerable to 
interference from rain, dust and, of course, obstacles. Thus, to use it 
outside, we need a direct path to the access point, with good weather 
conditions if possible, or at least a short enough distance for the data 
rate to remain correct, even in the presence of rain or fog. 

The new generation continued with IEEE 802.11af, which uses 
cognitive radio – i.e. the possibility of using frequencies for which 
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there is a proprietor (also known as a primary) who is not using them 
at a given time. For this to work, we must either drastically limit the 
range so as to remain in an environment without conflict with the 
primary, or have a server which records the use of frequencies and 
enables the cognitive access points to discover the usage sites and use 
the frequencies with no danger of interference. The IEEE 802.11af 
standard uses television bands, and is known as TVWS (TV White 
Space) or sometimes Super Wi-Fi. 

There are still numerous developments under way in the field of 
new-generation Wi-Fi, such as IEEE 802.11ah, which pertains to 
long-range Wi-Fi of around a kilometer, but with much lower data 
rates. Its uses are mainly in the domain of the connection of “things”, 
such as intelligent electricity meters or healthcare equipment. 
Numerous other standards are in the reflection phase; one of these is 
IEEE 802.11ax, which is an improvement of IEEE 802.11ac, with four 
times the capacity. 

6.3. IEEE 802.11ac 

IEEE 802.11ac is a version of Wi-Fi designed to surpass 1 Gbps, 
using multiple antennas, which can run simultaneously but in separate 
sectors. Two mutually complementary solutions have been put in 
place to obtain the target data rates. The first, which is fairly simple, 
consists simply of increasing the capacity of the transmission channel 
using the 5 GHz band, which is much freer than the 2.4 GHz band. 
The range of this higher-frequency band is a little less. In addition, 
obstacles hamper the signals somewhat. However, the available 
bandwidth is 200 MHz, which is much greater than the 83.5 MHz 
assigned to the 2.4 GHz band, which enables us to have Wi-Fi 
channels whose band is 80 MHz, and optionally, 160 MHz.  

The second solution pertains to the directionality of the signals 
emitted, using a set of specific antennas. This technique involves 
allowing the transmission of several communications on the same 
frequency, but in different directions. There is spatial multiplexing, 
hence the name of this technique: SDMA (Space Division Multiple 
Access). Figure 6.3 illustrates this technology. 
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communications: one 3×3 MIMO communication, one 2×2 MIMO 
communication, and a one-way communication. 

The peak data rate reaches 250 Mbps per virtual antenna. With four 
physical antennas, each bearing three virtual antennas, we obtain 
twelve virtual antennas. Thus, the total data rate is 3 Gbps. Also, if the 
bands used are wider – say, 80 MHz instead of 20 MHz – then 
theoretically we can achieve over 10 Gbps. In actual fact, as for all 
Wi-Fi access points, the peak data rate is only achieved in exceptional 
cases, where there is no external interference and the clients are 
located very near to the antenna. In reality, the nominal data rates are 
often divided by at least a factor of 2, but often much more, to obtain 
the real data rates.  

The group IEEE 802.11ac, with 433 Mbps per antenna over an 80 
MHz band and a MIMO with two antennas per client, delivers 866 
Mbps per connection with a terminal. With four physical antennas, we 
achieve over 3 Gbps. With a bandwidth of 160 MHz, the data rate is 
doubled. The standard specifies that there may be up to eight spatial 
sectors, which again doubles the data rate. Evidently, these reported 
figures are peak data rates, which are only very rarely achieved in 
reality. As is the case with all Wi-Fi solutions, fallback rates become 
necessary when the conditions are not ideal. Compatibility with 
existing standards also requires the adaptation of data rates to conform 
to standards which are not compatible with IEEE 802.11ac. 

The aim with the new IEEE 802.11ax standard is to further 
increase the data rate by using more numerous and more directional 
antennas. 

6.4. IEEE 802.11ad 

The IEEE 802.ad standard is completely new, with frequencies in 
the range of 60 GHz. This standard is championed by a group of 
manufacturers: the WGA (Wireless Gigabit Alliance). The name of 
the product, which is likely to become standard in personal area 
networks, is WiGig. However, the basic product could be tri-band 
WiGig, operating simultaneously on the 2.4 GHz, 5 GHz and 60 GHz 
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bands, and therefore able to adapt to the environment. The peak data 
rate is 7 Gbps. The range in the 60 GHz band is less than 10 meters, so 
this network is said to belong to the category of PANs (Personal Area 
Networks). 

The channels used in the base mode correspond to 57.24 GHz,  
59.4 GHz, 61.56 GHz and 63.72 GHz. The bandwidth is 2.16 GHz. 

To compensate for the significant attenuation of the signal, IEEE 
802.11ad requires directional antennas which can focus the radio 
beam within a 6° angle. With this very narrow beam, the IEEE 
802.11ad standard is used outdoors between directional antennas with 
a direct view, or indoors but counting on ricochets to reach the 
addressee. Indeed, with a 6-degree beam, the connection between two 
machines is often complex. Fortunately, there is an option which 
enables us to direct the beam so that the two machines wishing to 
connect can communicate with one another. 

Two applications of IEEE 802.11ad are mentioned in the standard. 
The first corresponds to wireless connections for peripheral 
computers, with the aim of doing away with the numerous cables 
which trail everywhere. This application also facilitates simple sharing 
of peripheral devices. The second application relates to consumer 
electronics, associated with wireless technology, such as stereo 
equipment, HD televisions, and online gaming systems. 

6.5. IEEE 802.11af 

The IEEE 802.11af technique pertains to a totally different method 
to increase the data rate: the use of cognitive radio. It consists of 
reusing frequency bands which are not being used at a time t in the 
television bands. 

More generally, recent measurements show that, in spite of their 
scarcity and their high price, frequencies between 0 and 20 GHz are 
under-used – often less than 10%. 
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The only bands which are heavily used are those employed by 
telecom operators which, owing to the TDMA and CDMA techniques, 
exhibit excellent degrees of utilization. The bands reserved for TV 
channels, which are below 1 GHz, are particularly attractive to 
operators. These TV channels could be used by access points to 
achieve ranges of hundreds of meters. Such ranges demonstrate that 
Wi-Fi technology is capable of serving the needs of WiMAX and 4G 
clients. 

The WiFi standard IEEE 802.11af – which must not be confused 
with IEEE 802.3af, or PoE (Power over Ethernet) – is called TVWS 
(TV White Space). The expression “white space” refers specifically to 
those frequencies which are not used by wireless television channels. 
The operational bandwidth for cognitive radio covers dozens of digital 
television channels. The data rates achieved by this method may be 
very high indeed. The name of the product is “White-Fi”, also 
sometimes called “Super Wi-Fi”. 

One important question relates to the way in which cognitive radio 
is used. It is for each state to regulate this usage. The main solutions 
pertain to the way in which unoccupied frequencies are used. A 
number of solutions suggest themselves, depending on the coverage of 
the cognitive access point. If the band is not occupied at the access 
point’s location, it can be assumed that it is not occupied within a 
radius of a few meters of that point. This category includes Wi-Fi 
access points inside buildings with limited power, only covering the 
inside of the building. A second solution is to refer to a bandwidth 
management server, which knows where the bands are available. 
Thus, a common discipline needs to be used between the primary and 
secondary users. With this in mind, though, will TV operators manage 
to reach an agreement with Wi-Fi 802.11af users? Standardization 
work is being carried out in different working groups, such as IEEE 
P1900, with a view to proposing solutions acceptable for both parties. 
A third, more remote, solution could stem from the ability for each 
device to measure the interference and indicate to the secondary users 
whether or not they can exploit the frequency. 

At the physical level, the method used in IEEE 802.11af is FSS 
(Fixed Subcarrier Spacing) with OFDM. The channels used in OFDM 
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may or may not be contiguous – that is, they may belong to television 
channels that are directly beside one another or that are separated by 
active television channels. 

A channel contains 64 bearers. Four channels may be selected, 
each operating at 6, 7 or 8 MHz. In the latter two cases, as the data 
rate per channel reaches 26.7 Mbps and given that, as with IEEE 
802.11ac, we can have at least four directions in SDMA, the 
maximum base rate is 568.9 Mbps, with 8 MHz channels. 

The bearer access technique is the same as with normal Wi-Fi. 
Service classes using an EDCA (Enhanced Distributed Channel 
Access) technique from IEEE 802.11e are available, and correspond to 
the four classes Background, Best-Effort, Video and Voice. A fifth, 
even higher, priority is added for spectrum-monitoring, to determine 
which channels could potentially be used. 

6.6. IEEE 802.11ah 

The IEEE is working on a new standard, apt for the connection of 
“things” – i.e. sensors or other small devices with low consumption 
and often minimal cost. This solution works in the non-licensed bands 
available below 1 GHz. The technique should enable us to connect a 
large number of things with low consumption. The sharing of the 
transmissions takes place in classic Wi-Fi mode, but with a much 
lower data rate and a much greater range, of up to 1 km. The things 
are grouped into clearly-defined sets so as to avoid too high a number 
of simultaneous accesses and so as not to lose too much in contention 
in CSMA/CD mode. In addition, IEEE 802.11h involves the use of 
classic techniques in the world of Ethernet to put stations on standby 
and reawaken them. 

IEEE 802.11h introduces the function of relay, whereby certain 
things can connect through the relay, which decreases competition by 
limiting the number of objects attempting to transmit simultaneously. 
Relay increases the geographic scope of the things that can be 
connected and, at the same time, saves energy by having tasks 

http://freepdf-books.com



146     Software Networks 

 

managed locally by the relay. In the standard, the aim is not to create a 
mesh network, as the number of hops is limited to two. 

Energy savings are also of crucial importance in the current 
context, where consumption is increasing exponentially, and the IEEE 
802.11ah standard does take steps in this direction. For this purpose, 
the connected machines are divided into two classes: TIM (Traffic 
Indication Map) terminals and non-TIM terminals. TIM terminals 
periodically receive information about the traffic on the access point. 
Non-TIM terminals use the new mechanism TWT (Target Wake 
Time) to reduce the overhead of the signaling procedure. 

TWT is a function which allows an access point to define a time, or 
a set of times, for certain terminals to have access to  
the communication bearer. The terminal and the access point 
exchange information including the allotted duration of the activity, to 
enable the access point to control any competition and clashes 
between competing terminals. The access point can reserve time 
periods for a terminal to transmit thanks to various protective 
mechanisms. The use of TWT is negotiated in advance between an 
access point and a terminal. The TWT mechanism is also used to 
reduce energy consumption, because stations using it can enter a semi-
sleep state until their TWT comes around. 

Another important mechanism in IEEE 802.11ah is the RAW 
(Restricted Access Window), which limits the number of terminals 
which have the right to use the access point. This limitation  
is achieved by putting the terminals into groups. Channel access is 
restricted solely to those terminals belonging to a given group, over 
the course of a set period of time. This mechanism helps reduce 
competition and avoid simultaneous transmissions from too high a 
number of machines which are unaware of one another’s presence. 

The IEEE also defines a TXOP (Transmission Opportunity), 
wherein an access point and a client can carry out a set of exchanges 
during a reserved period. The purpose of this mode of operation is to 
reduce the number of competing channels, improve the efficacy of the 
channels by minimizing the number of exchanges and help extend the 
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terminals’ battery life by minimizing their periods of activity; the rest 
of the time, the terminal is on standby. 

The division of the coverage area of a Basic Service Set (BSS) into 
sectors, determining subsets of terminal machines, is called 
“sectorization”. It is done by a set of antennas or a set of directional 
antenna lobes to cover different sectors of the BSS. The goal of 
sectorization is to decrease contention and interference by reducing 
the number of terminals that can transmit simultaneously. 

6.7. Small cells 

“Small cells” is the term used to denote the new generation of cells 
of very small dimensions. There are numerous factors which weigh in 
favor of this solution, starting with reuse of frequencies, adaptation of 
the cells to the size of a dwelling, lowering of energy consumption, 
etc. Small cells are found in a variety of forms in network technology: 
femtocells, which correspond to a home; metrocells, which provide 
coverage in the street; hotspots, which are set up in public spaces; or 
picocells, for companies. 

The main rollout should take place between 2016 and 2020. The 
first small cells appeared in 2010, and have become increasingly 
common from 2012 onwards. In certain countries, such as the United 
States and South Korea, there are at least three telecom operators 
already commercializing femtocells. 

In this section, we begin by examining femtocells, which are 
devoted to connecting users in their homes and in the vicinity. We 
also present hotspots, followed by picocells, and finish up with a 
discussion of metrocells and microcells. We then go on to describe the 
Passpoint technology, which is able to bring together all of these 
smaller cells. In the next section, we shall look at backhaul networks, 
the aim of which is to connect small cells to the core network. Finally, 
we shall close this chapter by presenting some relevant aspects of 
Software Radio, Cognitive Radio and the new generation of cells. 
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The obvious advantages offered by this technology are the 
multiplication of the cells and the densification of the network. 
Another very clear advantage is the drop in power of the devices 
which this technology facilitates. A maximum power of 100 mW 
seems to be the standard that is coming to pass; this power 
corresponds to the power required for an omnidirectional Wi-Fi 
transmission. 

Figure 6.5 illustrates the way in which a femtocell works. 

 

Figure 6.5. Operation of a femtocell 

Conventional antennas are linked to the core network by BSC or 
RNC switches, corresponding respectively to 2G and 3G. The 
femtocell antenna is connected to a Femto-Gateway, which provides 
access to the core network. The connection between the Home 
Gateway and the Femto Gateway uses fiber-optic technology, and also 
often an ADSL connection. The connected terminals employ 3G, 3G+ 
(LTE) or 4G. The data rates are, as yet, fairly limited by radio 
constraints or the line to the Femto-Gateway, but by 2020, the data 
rates available to 4G/5G mobiles will have reached 100 Mbps. 

Questions arise as to the usefulness of a Wi-Fi antenna, the 
possibility of a war between Wi-Fi and 4G or the supremacy of Wi-Fi 
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at the center of the femtocell. In fact, there is little chance of 4G 
antennas completely replacing Wi-Fi antennas. For that to happen, all 
computerized devices, printers, PCs, multimedia equipment, etc., 
would need to have a 4G port. Thus, there is a high probability that the 
two systems will coexist, with each of them handling those devices 
which are most appropriate. 

The numerous femtocell products which are coming on the market 
offer diverse, varied options, as illustrated in Figure 6.6. The Home 
Gateway is usually referred to as an “HNB” (Home NodeB) or HeNB 
(home eNodelB), provided it is available with a 3G or 4G antenna. 
Today, these boxes essentially serve to connect 3G/4G mobiles, 
enabling the operator to offer the client the possibility of using his/her 
3G/4G mobile in a location where there is no signal. 

The HNB/HeNB very often has two radio interfaces: Wi-Fi and 
3G/4G. The telecom equipment is plugged into the 3G/4G antenna, 
and the computer equipment into the Wi-Fi. The fiber-optic or ADSL 
modem simultaneously transports the flows from both environments. 
The second solution shown in Figure 6.6 corresponds to the use of 
Wi-Fi to connect telecom equipment and computers. In this case, the 
3G/4G frame is encapsulated in a Wi-Fi frame and decapsulated in the 
Home Gateway. The 3G/4G frame is then directed to the RNC for 
forwarding to the core network. This solution is called UMA 
(Unlicensed Mobile Access) in general, GAN (Generic Access 
Network) for 3G, and EGAN (Enhanced GAN) for 4G. 

 

Figure 6.6. Access to the HNB 
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6.9. Hotspots 

Hotspots are Wi-Fi access points whose purpose is to facilitate a 
high-data-rate Internet connection from a smartphone, tablet or PC. 
Situated in places with a great many people passing through, they are 
open to all clients who wish to connect, or sometimes only to those 
who have a subscription. If the access point is open, any and all clients 
can connect. However, in numerous countries, the operator of the 
access point must be able to monitor the clients, either in order to 
charge them for access or to preserve their information to locate the 
clients later on if the connection is used in the commission of a crime. 
Hotspots are located in rail stations, airports, shopping centers, at 
marinas and beaches, boutiques, etc.  

Hotspots essentially use Wi-Fi technology and depend increasingly 
on telecom operators to handle their 3G/4G traffic to relieve the relay 
antennas which, today, are very often overloaded. This is the 
technique which we looked at earlier: offloading.  

The difficulty for a hotspot is to manage to offer QoS to the 
clients’ applicational flows. More specifically, the capacity of the 
access point depends on how far away the client is and on the degree 
of interference: the further away a client is, the more the signal is 
attenuated and the greater is the risk of interference, and therefore the 
access point’s overall data rate degrades. In order to deal with these 
problems, Wi-Fi technology relies on oversizing. Still rarely available 
when many clients are connected to the same access point, oversizing 
should soon be introduced generally, thanks to new technologies 
which have reached maturity since 2014: specifically, IEEE 802.11ac, 
ad and af, which should help to ease communication. 

In today’s world, operators use Wi-Fi for the purposes of 
offloading, but as the solution is not standardized, each operator has 
developed their own technique (although they are all fairly similar to 
one another). Since 2014, the technology championed by the Wi-Fi 
Alliance – Passpoint – has served as a common standard for all 
operators. This technology is described in detail a little later on. 
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6.10. Microcells 

Microcells are designed for use by companies. They can serve the 
company’s internal network provide access to its intranet whilst also 
allowing telecom equipment (smartphones, tablets, etc.) to connect 
directly to the operators’ networks. In other words, they must deliver 
two forms of access simultaneously, which may be achieved by two 
distinct SSIDs on the same access point, or else by using 
virtualization. By virtualization, we are able to put in place two virtual 
access points on the same physical access point. In both cases, the two 
networks – the company’s and the network that connects to the 
operator network – need to be perfectly separated from one another; 
this is known as isolation of the two networks. 

Microcells also use Wi-Fi techniques, and rely on the new 
standards to deliver the quality of service necessary to handle 
telephony and video with a good level of quality.  

Engineering plays a very important role for the installation of 
microcells, because a company needs to cover all of its offices, 
workshops and boardrooms, with all of the problems caused by walls, 
floors and other obstacles. It is essential, in this context, to minimize 
interference between the access points, whilst ensuring overall 
coverage with as high a data rate as possible.  

6.11. Wi-Fi Passpoint 

Passpoint is an architecture proposed by the Wi-Fi Alliance. The 
Wi-Fi Alliance was set up when Wi-Fi was first proposed with the aim 
of promoting this technology. It has had a significant part to play in 
the success of Wi-Fi and the introduction of various standards, such as 
WPA2, which offers high security in Wi-Fi networks, or the 
introduction of priorities with IEEE 802.11e. 

Passpoint is a solution which helps to relieve the workload of 
3G/4G antennas by offloading, giving users the option of connecting 
in a way that is totally transparent to the 3G/4G networks, using Wi-Fi 
networks. In other words, the client will not know how s/he is 
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connected to the operator network: by a BTS, a NodeB or an eNodeB 
or by a Wi-Fi access point (hotspot, femtocell, microcell, metrocell, 
etc.). 

In home or business environments, connection to a Wi-Fi network 
is generally made automatically once the user has entered the 
authentication data upon first connecting to the network. When s/he is 
connected to the access point and authorized to enter into the network, 
s/he is subject to the rules established by the IT manager or the owner 
of the access point. Once recognized, his/her terminal automatically 
joins the access points to which it connects regularly, without 
intervention on his/her part. 

The connection to most hotspots is often different to that which is 
described above. In a public place where there are many networks, the 
clients often have to begin by choosing the network to which they 
wish to connect, and then identify themselves to the access point. 
Finally, in most cases, they need to enter authentication data. There 
are solutions in existence to simplify network selection and 
automatically make the connection whilst still ensuring good security, 
but these solutions are often restricted to a small number of networks 
and are very rarely available abroad. 

Wi-Fi Passpoint technology fundamentally changes the use of 
public hotspots. It is a general solution which all hotspot operators can 
apply, which helps to overcome the limitations of the proprietary, non-
interoperable solutions offered by current providers. A program, 
installed on certified devices, automatically manages the network 
connection, authentication, authorization and underlying security in a 
manner which is totally transparent to the user. This solution works 
with all Passpoint networks. 

First and foremost, Passpoint takes care of the discovery and 
selection of a network. The terminal machines discover and 
automatically choose the network to which to connect on the basis of 
preferences determined by the users, policies defined by the operators 
and the availability of the network. These characteristics are based on 
the IEEE 802.11u standard. 
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The network connection takes place seamlessly – i.e. without the 
user having to do anything at all. It is no longer necessary for the 
terminal to be on an active list of access points to which the user 
agrees to connect. Nor is it necessary to enter account information into 
a browser. Passpoint uses a consistent interface, and the connection 
process is automatic. In addition, the choice of peripheral device can 
always be made automatically for multiple types of identification 
information. Passpoint uses SIM (Subscriber Identity Module) cards 
for authentication; these cards are also very widely used in modern-
day cellphone networks. Passpoint also uses username/password 
combinations and certificates. No intervention on the part of the user 
is needed to establish a connection to a trusted network. 

All Passpoint connections are secured with WPA2-Enterprise for 
authentication and connectivity, thus offering a level of security 
comparable to that of cellular networks. Passpoint improves upon 
WPA2-Business, adding functions capable of containing the known 
types of attack in deployments for public Wi-Fi networks.  

Passpoint can also be used to instantaneously open accounts when 
the user does not have a subscription to a telecom operator. This 
process is also standardized and unified for the establishment a new 
user account at the access point, using the same account-creation 
method employed by all Wi-Fi Passpoint service providers. 

Passpoint creates a global platform centered on four protocols 
based on EAP (Extensible Authentication Protocol). Standardized and 
supported by all manufacturers in the area of security, this protocol is 
very widely employed today. The authentication methods EAP-SIM, 
EAP-AKA and EAP-TLS enable mobile operators to use the same 
authentication solutions for cellular and Wi-Fi. 

In addition to ease of use because of transparent authentication, 
Passpoint offers numerous advantages to service providers and users – 
in particular, the following: 

– internet for electronic devices without a browser. Passpoint’s 
authentication method does not require a browser, facilitating the use 
of electronic devices such as cameras, onboard devices in cars, 
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connected objects and, more generally, all “things” connected to the 
Internet; 

– simplicity of connection and creation of new subscriptions, 
whether to attach them to an existing account or introduce new 
services. The automation of the authentication process and the security 
of the connection make Passpoint small-cell access an attractive 
solution for content providers and manufacturers of content-oriented 
terminals, such as e-readers. Occasional users of Wi-Fi can use 
prepaid subscriptions, with the model being similar to that used by 
mobile operators. 

Service providers are increasingly eager to protect their 
subscribers’ paying content. In order to do so, they need to know who 
receives that content. Passpoint authentication enables service 
providers to verify identity, to have access to the subscribers’ rights 
and to offer premium-quality content for subscribers connected to 
their home network, a company network or public access points. 

Passpoint hotspots offer service providers transparent roaming to 
other operators’ networks. To activate roaming, the service operators 
first need to establish mutual roaming agreements, covering access 
validation and charging. Roaming is based on a single protocol for 
network selection and user authentication in the hotspot. 

Once roaming between two service providers is activated, 
Passpoint devices can connect automatically either to the network of 
their own service provider or to that of the other, using the same 
procedure. In all cases, the Passpoint client recognizes the access point 
as belonging to the list of available networks and establishes a 
connection automatically, as happens with roaming for cellphones. 

The new functions are activated only if the access point and the 
client’s device are Passpoint-compatible. The Passpoint certification 
program run by the Wi-Fi Alliance ensures this compatibility. In 
addition, Passpoint supports connectivity with non-Passpoint devices. 

Clients with valid identification data and using an appropriate EAP 
method can connect to Passpoint access points. Clients who do not 
have identification data appropriate for EAP methods have to use an 
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open system, based on authentication in a browser, where WPA2 may 
not be needed. In this case, security is not guaranteed. 

Passpoint clients can connect to any existing Wi-Fi network. 
However, Wi-Fi clients will not necessarily be able to use Passpoint 
functions and services. For example, standard hotspots offer no 
security of connection, whereas Passpoint automatically implements 
WPA2 encryption. 

Wi-Fi Certified Passpoint is a certification program offered by the 
Wi-Fi Alliance, aimed at both the access points and the clients’ 
terminals. Just as for Wi-Fi equipment, it ensures interoperability of 
the devices and terminals. 

In Figure 6.8, we illustrate the different types of connections that 
can be made by a mobile in a Passpoint environment. 

 

Figure 6.8. The integration of 3G/4G/5G and Wi-Fi access 

In Figure 6.8, three types of connections are possible: a connection 
with the NodeB, which is the typical case of connection of a 3G/4G 
terminal; a connection with a hotspot which is, itself, connected to a 
Wi-Fi controller; and a connection with one or more HNBs  
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(Home Nodes-B), located in domestic environments. It would also be 
possible to add metrocells, which are similar to femtocells but situated 
in public spaces – e.g. a street – instead of in private areas. The 
connection choices are made by the Passpoint technology, which is 
based on a Cloudlet situated near to the access points. The power of 
the Cloudlets becomes essential in this scenario, because the number 
of actions increases with the possibility of handovers between two of 
the access points, establishing multi-paths if a user’s data stream can 
be channeled through several access points simultaneously, and 
finally, managing multiple technologies by replacing certain Wi-Fi 
access points with connections such as Bluetooth, ZigBee or any other 
solutions available on the market. 

6.12. Backhaul networks 

Backhaul networks form the intermediary networks between the 
access networks to which the clients are connected and the core 
network. Such backhaul networks are becoming increasingly 
important, because small-cell technology requires a very large number 
of connections with all access points, instead of concentrating the 
connections on a small number of large antennas. It can be said that, 
up until now, backhaul networks have essentially consisted of links 
between DSLAMs and the core network, or between Nodes-B and the 
core network. Most typically, these networks use Gigabit Ethernet or 
MPLS technology. 

The solution developing with small cells pertains to mesh 
networks, or networks of access points, in which the boxes are directly 
interconnected. For this purpose, mesh access points have two Wi-Fi 
ports: one to communicate with the neighboring access points, and the 
other to connect the clients. A client wishing to connect plugs into one 
access point, which transmits the packets to the neighboring access 
point, which in turn transmits them to its neighbor, and so on until 
they reach the core network, using an optical fiber or an xDSL 
modem. Typically, the access points are connected to one another by 
Wi-Fi, but other solutions are developing, with longer ranges, as we 
shall see. 
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Figure 6.9 shows a conventional configuration for a backhaul 
network. The small cells are connected to a “Small Cell Backhaul 
Aggregation” station, which harvests the data streams from the 
different cells and aggregates them, forwarding them on to the core 
network, either by fiber-optic or by wireless beams. The flows are 
directed to switches in the RAN (Radio Access Network), which are, 
themselves, connected to a switch in the core network. This link is 
often made using very-high-data-rate MPLS technology. 

 

Figure 6.9. A backhaul network 

The connections between the access points and the aggregators, or 
between the access points and the first RAN switch, increasingly 
frequently use wireless connections with a very high data rate, of 
several gigabits per second at high-frequency bands – e.g. the 60 GHz 
band. The major disadvantage to using these frequencies is that there 
must be a direct view and favorable weather conditions. Indeed, 
signals on these frequencies, which are sub-millimetric, are disturbed 
by drops of water and dust in the atmosphere. More specifically, the 
connection can use the 45 GHz, 57–64 GHz or 70–80 GHz bands, or 
even around 105 GHz. Seemingly, the most popular band is 60 GHz, 
for a variety of reasons: the bandwidth available, data rates countable 
in gigabits per second, low interference (because the connections are 
highly directional), low latency, small size of the components and 
antennas, and finally, a low production cost. The drawback to using 
this band is that two communicating antennas cannot be more than a 
kilometer apart, so as to avoid excessive losses. 
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6.13. Software radio and radio virtual machine 

Undoubtedly cognitive radio represents one of the greatest 
revolutions of this new millennium. It facilitates much better use of 
the spectrum of radio frequencies, which is generally very poorly 
exploited. However, optimal use of the spectrum would be impossible 
without a certain number of other, parallel developments, which we 
shall now go on to discuss. We have already encountered this 
technology in TVWS (TV White Space) Wi-Fi in the IEEE 802.11af 
standard, pertaining to the use of unoccupied television bands. 

Software radio, or SDR (Software-Defined Radio), defines a radio 
transmitter or receiver which is in software, rather than hardware, 
form. The implications of such technology are evident, because the 
characteristics of the radio interface can be modified infinitely without 
any technical problems at all; users will have the interface they need at 
a given time t, and a completely different interface at time t + 1. 
Obviously, a certain amount of hardware is needed to perform the 
computations of encoding, modulation and filtering, and for the 
transmission itself. 

The computational power may be hosted on the device itself, or – 
as we have seen – in the mobile Cloud, in a local Cloudlet, a regional 
Cloud or even a central Cloud. 

At present, progress in the area of this technology is being made 
very rapidly, because it is possible to condense all the computations 
for a large number of access points to a single machine. Nowadays, 
we are seeing the emergence of a particularly interesting, attractive 
solution: using a single antenna for all radio communications. The 
signal is sent to the appropriate virtual machine for processing. In 
other words, at certain times the antenna may receive Wi-Fi signals, 
and then at other times signals from a 3G communication, then 4G, 
then a TV signal, then Zigbee, and all of it is handled by virtual 
signal-processing machines. 

The Cloud, once again, is important in these technological 
advances, and we can clearly see the amount of power and memory 
that are needed to support the necessary software machines. However, 
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Thanks to these technologies, it is predicted that data rates will 
increase by a factor of 1000 within the next ten years. 

6.14. 5G 

5G is 4G’s successor. It is likely to be 2020 before it is 
standardized, and a few years after that before it begins being 
commercialized. The first major development which it offers regards 
the peak data rate, which should be between 1 and 10 Gbps. The main 
characteristic is the Internet of Things – “things” essentially being 
medical devices, household appliances or objects and sensors. 

The characteristics of 5G contain numerous key terms, including: 

– UWB (Ultra Wide Band): use of a very wide spectral band, 
which can be purchased from states or used in cognitive radio; 

– smart antennas: antennas capable of operating with diverse 
encoding techniques, and also practically in any frequency; 

– small cells: as we saw earlier, small cells help to exponentially 
increase data rates by reusing the available frequencies; 

– software-based approach, using virtualization: this approach is 
widely used with this new generation of technology. In our coming 
discussion, we shall look at several examples of virtualization, but this 
technology is also encountered in at least three main techniques: 

- software-defined radio, 

- software-defined networking, 

- seamless combining of wide-band networks; 

– virtualization: virtualization also takes place in the devices 
themselves, such as: 

- HLRs, VLRs, eNodeB, RANs, 

- Cloud-RANs; 

– multi-access, multihoming, multi-technology and multi-route, 
which are technologies that are developing in the form of products 
available since 2014; 
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– D2D (Device to Device), D2D2D, mesh networks, which 
represent simplified access techniques for ease of access, reduced 
energy consumption and reduced cost of connection. 

Figure 6.11 represents several situations that can be handled by 5G. 
Starting on the left-hand side of the figure, we see multi-hop 
communications: the terminal is too far away from the NodeB, and the 
signals pass through intermediary machines in order to reach the 
antenna. This solution helps to limit the number of antennas whilst 
covering a large geographical area. Mesh networks or ad hoc 
networks provide this type of service, using algorithms to route the 
signals between the different terminals. 

Next, we see D2D (Device to Device) – i.e. direct communication 
between two terminals without going through an antenna. This is a 
very eco-friendly solution, as it saves energy, minimizing the data rate 
of the system and thus decreasing electromagnetic pollution. Then, we 
find high-reliability solutions, whereby one path to reach the antenna 
can be replaced by another path almost instantaneously. Next, the 
figure shows connections to machines, for M2M (Machine-to-
Machine) or M2H (Machine-to-Human) communication. The 
connection of things is also represented by medical devices, household 
appliances or other items. The figure also illustrates the connection to 
an intermediary relay to reach the main antenna. Indeed, as the energy 
expenditure depends on the square of the distance, it is very much to 
our advantage to use devices with short ranges. 

Next, in the same figure, we see the problem of high density – e.g. 
the coverage of a stadium holding 100,000 people, with each spectator 
being able to enjoy a data rate of around 10 Mbps. The total data rate 
of 1 Tbps, in this scenario, could easily be delivered by an optical 
fiber, but the difficulty lies in the distribution of that capacity 
wirelessly. 4G and 5G technologies on their own are incapable of 
delivering such performances: we would need either extremely small 
cells or extremely high bandwidths. 

Finally, Figure 6.11 shows a Cloud, which is one of the crucial 
elements – in fact, the very center – of 5G technology, in forms that 
have yet to be determined. However, we can confidently state that the 
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We can also cite other advantages, such as the low attenuation of 
the signal over the fiber, so the datacenter can be far away from the 
source. The cost of connection is also going down, thanks to 
multiplexing on the same antenna, but also on the same optical fiber. 
The complexity of the access network is eliminated, and the 
datacenter handles this complexity with appropriate virtual machines. 
This technology is found in the cabling solutions used at certain large 
stadia or shopping centers. 

The main disadvantage stems from the use of FTTA (Fiber to the 
Antenna) which is necessary for the communication. If the building 
containing the Wi-Fi access points is not cabled, then installing an 
optical cable can often be extremely costly. The optical fiber is 
connected to the datacenter by a BBU (BaseBand Unit) and, on the 
other end, is connected to the physical antenna by an RRH (Remote 
Radio Head).  

The standardization currently under way for NFV (Network 
Function Virtualization) includes C-RAN. Functions in the NFV 
environment are defined to decouple the work carried out on the node, 
which was previously done by the antenna, and move it to a 
datacenter. 

Whilst the C-RAN architecture is an interesting option for 
countries wishing to develop a new infrastructure, it is much less 
attractive to countries which already have a local-loop infrastructure 
for RAN. In such cases, the proposition is to keep the existing 
structure and add Cloudlets near to the antennas to perform 
computation locally. The computation pertains to the signal but also to 
the signaling, with algorithms to manage handover or the choice of 
connection to be favored when multiple options are available. This 
architecture is illustrated in Figure 6.18. 
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and the Internet. Finally, we shall touch on a few ideas about one of 
the most rapidly developing types of networks: medical sensor 
networks, which could potentially affect seven billion people, and 
constitute a truly enormous potential market. 

6.17. Sensor networks 

A sensor network is defined as a set of interconnected sensors, with 
each sensor having a transmitter-receiver. Sensor networks form a 
new generation of networks with specific properties, which do not fit 
into the framework of conventional architectures. However, the dawn 
of the Internet of Things has altered our view of sensor networks, 
which may, of course, still constitute a closed system, but also connect 
to the Internet.  

The miniaturization of the sensors poses problems in terms of 
communication and energy resources. The sensor needs to be 
sufficiently intelligent to gather the required information and transmit 
it correctly. In addition, the sensor’s processor must not be used too 
intensively, so as to consume as little energy as possible. Thus, it must 
incorporate reactive elements, rather than cognitive ones. Finally, in 
order to ensure a good data rate, the range of the transmitter-receivers 
must necessarily be small – around ten meters. Therefore, the 
establishment of a sensor network poses problems of routing, error 
control and power management. 

Very special sensors are involved in what we call “smart dust”. 
These dust particles, which are practically invisible, have a radio 
device in addition to performing the computations relating to the 
internal sensor. 

From the standpoint of communication, the environment of IP is 
too intensive, leading to an excessive data rate and overconsumption. 
Solutions derived from terrestrial networks, or industrial real-time 
networks, offer a better compromise between efficiency and power 
consumed. As there may be hundreds of such sensors per square 
meter, IPv6 routing represents one obvious solution to deal with the 
problem of addresses. However, the IP environment is cumbersome, 
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and it is often impossible, in these sensor networks, to use a TCP/IP or 
even UDP/IP protocol stack. 

For the moment, security and QoS problems are taking a back seat 
to energy consumption problems. In any case, a great deal of research 
is currently being done to render sensor networks efficient and robust. 

The main radio standards are ZigBee, WiBree and 6LowPAN. 
WiBree is a very low-consumption technology with a range of 10 m 
and a data rate of 1 Mbps. This solution was developed by Nokia to 
compete with both ZigBee and Bluetooth. However, it was integrated 
with Bluetooth in 2009, with the resulting product being called 
Bluetooth LE (Low Energy). 

6LowPAN networks (IPv6 over Low power Wireless Personal 
Area Networks) were proposed by a working group at the IETF. The 
objective, obviously, is to facilitate continuity of IP on non-powerful 
machines with limited electrical power. 

The use of the IPv6 standard to obtain a very large number of 
addresses for immense sensor networks poses a problem. The 16 bytes 
occupied by the transmitter’s address, added to the 16 bytes of the 
receiver address, plus the obligatory fields, lead to poor usage of the 
radio link to transport the supervision data. This could become 
genuinely problematic in light of how little energy the sensor has. 
ZigBee, on the other hand, limits the length of its frame to 127 bytes, 
which may also cause problems if the message supplied by a sensor 
for transmission is long. 

Sensors form ad hoc networks, and they need a routing protocol. 
The use of a protocol such as IEEE 802.11s, in combination with IPv6 
addresses, would be catastrophic for the sensors’ battery life. For this 
reason, current propositions are much simpler, with protocols such as 
LOAD (6LowPAN Ad hoc On-Demand Distance Vector Routing 
Protocol), a simplified version of AODV, DyMO-Low (Dynamic 
MANET On-demand for 6LowPAN), a simplification of DyMO, from 
the MANET working group, and Hi-Low (Hierarchical Routing over 
6LowPAN). These different protocols stem from propositions by the 
IETF, and therefore the standardization of ad hoc networks, but they 
do not include all the potential options. 
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Another important characteristic of the protocols used in sensor 
networks is service discovery, which should enable the automatic 
establishment of a connection. The IETF also plays an important role 
in this domain, having published several proposed solutions – one of 
which is sensor-oriented: LowPAN Neighbor Discovery Extension. 
This protocol is a reduction of the Neighbor Discovery standard, 
which pertains to all energy-consuming elements, including 
broadcasts and multicast management. 

A very special example of a sensor network is offered by smart 
dust, the aim of which is to develop nanotechnology sensors and to 
connect them to one another by an ad hoc network. Smart dust fits 
into a space smaller than a cubic millimeter – hence the name. Each 
grain of this dust contains the components necessary to constitute a 
communicative computer: a processor, memory, radio, battery, etc. 

Here, the main problem is the saving of energy while performing 
sensor functions. In particular, the network part must carry out 
communications using very little energy indeed. Thus, Berkeley 
University has designed a specific operating system and protocols, 
known as TinyOS and Tiny protocol. TinyOS is written in simplified 
C language, called nesC, which is a sort of dialect designed to 
optimize memory usage. 

6.18. RFID 

RFID (Radio-Frequency Identification), or radio-identification, 
was introduced for the purpose of identifying objects, so it is also 
known as electronic tagging. 

Electronic tags are scanned by a reader, which is able to recover 
the identification data. The tags are used in numerous applications, 
from the tracking of animals to security tags in stores. 

There are two main types of electronic tags: passive and active 
tags. Passive tags have no energy source. They are activated by a 
reader which supplies a sufficiently strong electromagnetic field to 
generate an electrical current, facilitating the radio-wave transmission 
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can be recorded by the reader, which greatly simplifies the process of 
payment for those items in a shop. 

RFID transmission frequencies are determined by local or regional 
standardization bodies. The main ones are indicated in the following 
table: 

 

Table 6.1. RFID transmission frequencies 

6.19. EPCglobal 

The purpose of RFIDs is to give the identity of the objects to which 
they are attached. This identification system has been standardized by 
the consortium EPCglobal. Two generations are available: EPC Gen1 
and EPC Gen2. We shall focus particularly on this second generation, 
released in mid-2006, which has become an industrial standard. 

EPC Gen2 is the acronym for “EPCglobal UHF Class1 Generation 
2”. Version 1.1 of this specification was released in May 2006. It 
handles the protocol between the reader, on the one hand, and the 
RFID and the identity, on the other. The object of the protocol is to 
read, write and eliminate an RFID, so that readers sold by all 
manufacturers are interchangeable. 

The reading procedure is defined using a timeslot-based system 
with an anti-collision system. Specifically, a reader can 
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individuals’ privacy may be violated by monitoring and tracing of 
everything relating to those individuals. 

There are solutions available, such as encoding the ID in the tag or 
changing the value of the tag every time it is read. These solutions rely 
on middleware which is able to interpret the values of the tags or keep 
track of the changing values. 

Active tags can establish an authentication session, facilitating an 
exchange with the reader, which then acts as an authentication server. 
In this case, we need to use an electronic circuit in the tag, capable of 
encrypting a text transmitted by the authentication server. However, 
the encryption keys used are so short that there is a not-insignificant 
danger of them being broken after a series of authentication attempts. 
Numerous propositions have been made, using the anti-collision 
algorithm, which serializes the reading of the tags, for authentication. 

6.21. Mifare 

Mifare is the most widely-used of contactless cards, with four 
billion in circulation throughout the world. The name comes from the 
company with developed it – Mikron; the full name of the card is 
“Mikron FARE”. Mikron was bought out by Philips, which ceded 
ownership of this technology to its subsidiary: NXP. There are two 
different sub-types of Mifare cards: Mifare Classic, which uses only a 
certain portion of the Mifare command set, and Mifare from NXP, 
which implements the entire range of commands. 

The cards communicate with a reader, which must be at a distance 
of less than 3 centimeters. This provides a certain amount of security 
for the communication, which is highly localized. However, attacks 
have been carried out, using very specific readers placed a few meters 
away. If we require security in a communication, the best thing to do 
is to encrypt the data for transmission. 

These cards are not very powerful at all, so their production costs 
are extremely low. Mifare Classic cards have a 4- or 7-byte serial 
number and a storage memory between 512 bytes and 4 Kbytes. The 
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cheapest version is the Mifare Ultralight, which usually serves as a 
disposable ticket. 

Mifare T=CL cards use secure elements of the same type as contact 
chip cards, and essentially provide the same type of service. 

The most highly developed card is Mifare DESfire, which has a 
larger memory and an advanced operating system, as well as AES and 
3DES encryption protocols. 

Mifare cards serve numerous applications. The most common 
include: the reading of a serial number, to trigger a particular action if 
that number is accepted by the reader; the reading of an ID memorized 
on the card; or data storage. For the first application, we use the card’s 
serial number, which is encoded on 4 or 7 bytes. In the second case, 
the ID must be entered into the card, which may encrypt it, provided it 
has a secure element capable of carrying out cryptographic 
computations. 

6.22. NFC (Near-Field Comunication) 

The NFC standard is a special case of RFID communications. It 
facilitates communication between an RFID and a reader over a 
distance of up to ten centimeters. This is contactless communication, 
with, for instance, a chip card or a secure microcontroller.  

There are numerous and varied applications of this type. The best 
known is payment over a mobile phone. With his/her mobile, a client 
can top up his/her account with a simple phone call or low-data-rate 
data transfer to a server. Once the account is topped up, the mobile 
serves as a key to pay for a whole range of services. For example, to 
buy a subway ticket, we need only hold the mobile near the reader for 
radio communication to validate the purchase of the ticket. 

NFC data rates are fairly low: 106, 212, 424 and 848 Kbps. The 
frequency range is around 13.56 MHz. The standards in this field were 
issued by the ISO/IEC. The NFC Forum was set up by Philips and 
Sony. 
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To begin with, the room is reserved using the mobile terminal. The 
smartphone must contain a secure element, i.e. a placement which 
cannot easily be reached from outside. This secure element may be a 
variety of different types, depending on the terminal (smartphone, 
tablet, laptop, etc.). It could be a SIM card from the operator, but in 
this case we also need the operator’s authorization to use it. It may 
also be a so-called “embedded SIM”, which is the equivalent of a chip 
card, but inserted by the manufacturer that made the smartphone. Most 
of the time, it is an NXP component which possesses much more than 
50% of the market. It may also be a memory card (SD card) which is 
embedded in the mobile phone. Finally, as indicated in Figure 6.23, it 
may be an intermediary chip card (a loyalty card from the hotel where 
the client wishes to stay) that communicates with the mobile through 
the NFC interface. The mobile, in this case, is seen as a modem which 
facilitates communication between the external chip card and the key 
server. The key server is hosted in the Cloud. The door itself is NFC, 
and can be opened by a digital mobile key situated on the smartphone 
or on the external NFC card. 

When the client arrives in the vicinity of the hotel, it is detected by 
the smartphone’s GPS. The phone then transfers the key to the room 
into the secure zone of its security apparatus or directly to the external 
NFC chip card. We then merely need to bring the smartphone or the 
external card near to the NFC interface of the card to open the door. 

6.24. NFC contactless payment 

At the start of 2014, the number of contactless bank cards was 20% 
of the total number of bank cards. Similarly, 20% of smartphones had 
an NFC chip. Before the dawn of NFC, other payment systems had 
been tried, such as SMS payment, a direct-payment model and a 
solution using WAP. Over the past few years, payment using NFC 
cards has expanded hugely, and numerous variants have been defined. 

In the context of NFC, the mobile must be brought to within a few 
centimeters of the payment terminal. Two major axes for this have 
been established: prepayment and direct payment. In the first case, the 
terminal is seen as an electronic wallet: with each transaction, money 
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is taken from the wallet. The payment for a very small maximum sum 
can be assimilated to this first axis. The second case requires more 
security, because payment is taken directly from the user’s account, 
with the sums involved generally being much higher. 

There are four possible models of mobile payment:  

– Operator-Centric Model: the mobile operator alone deploys the 
mobile payment services. To do so, it needs to provide a mobile wallet 
that is independent of the user’s account. This scenario is pretty rare, 
because the operators are not linked to the major international 
payment networks. The mobile network operator must manage the 
interface with the bank network in order to be able to provide 
advanced mobile payment services. Pilots using this model have been 
launched in developing countries, but they offer only very partial 
coverage of the numerous use cases of mobile payment services. In 
general, the payments are limited to transfers or to modest sums; 

– Bank-Centric Model: the bank runs mobile-payment applications 
associated with client machines, and asks retailers to have the 
necessary equipment to effect the sales. The mobile network operators 
are responsible for the transport network, with the quality of service 
and the security needed for the payment functions; 

– Collaboration Model: this model involves a collaboration 
between the banks, the mobile operators and a trusted third party; 

– Peer-to-Peer Model: the mobile payment service provider acts 
independently of the financial institutions and of the mobile network 
operators.  

Google, PayPal, GlobalPay and GoPago use a Cloud-based 
approach to make mobile payments. This approach places the mobile 
payment provider at the heart of the operation, which involves two 
distinct steps. First of all, a payment method associated with the Cloud 
is selected, and the payment is authorized via NFC. At this step, the 
payment provider automatically covers the cost of the purchase. In the 
second step, another transaction is necessary: the user’s bank must 
reimburse the payment provider for that payment and any fees 
associated therewith. 
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6.25. HIP (Host Identity Protocol) 

The IETF has developed various mechanisms to integrate things 
with the Internet. HIP is an identification technology which is part of 
this set of measures. This protocol is standardized by the IETF in 
RFC 4423 and the series RFC 5201 to 5207. 

In the world of IP, there are two main naming conventions: IP 
addresses and the domain-name system. The purpose of HIP is to 
separate the endpoint ID and the localization of IP addresses. This 
approach is of the same type as LISP, described in Chapter 4.  

For this purpose, HIP introduces a namespace based on a PKI 
infrastructure. This space enables us to manage multihoming securely. 
The IP addresses are replaced by encoded Host Identities (HIs). 

6.26. The Internet of Things in the medical domain 

The use of the Internet in the medical domain is on the rise, with 
7 billion people to monitor, diagnose and care for. The long-term idea 
is to be able to continuously monitor individuals with a view to 
advising them or alerting them to any problems detected. A priori, in 
the future, everybody will be able to have uninterrupted connection to 
a Cloud, which will analyze the data provided by sensors both inside 
the body and on the surface. The power of the Cloud will be such that 
we will be able to analyze, compare and make diagnoses on the basis 
of this stored dataset. Essential characteristics in this field are security, 
“privacy” – i.e. the private nature of the data – and the very low 
energy consumption of the sensors, which must be able to operate for 
months on end with no need to change the batteries. This environment 
is being established bit by bit, and we shall now go on to describe the 
main advances from the networking standpoint. 

The first element that we shall discuss is the sensor network 
adapted for use with the human body, called a BAN (Body Area 
Network). An example of a BAN is shown in Figure 6.24. 
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To interconnect BAN networks with the Cloud, a number of 
solutions are envisaged: using the LTE network, or 4G, or a new 
generation of Wi-Fi network. In the United States, the FCC is working 
to develop a specific band for medical Wi-Fi, with much stricter 
security standards than those in force in Wi-Fi today. The bandwidth 
is 40 MHz, with a very low-consumption technology. The band for 
such external connections would be between 2360 and 2400 MHz – 
i.e. just below the current Wi-Fi band.  

Other research, which is progressing well, regards the use of 
integrated sensors in “smart dust” capable of circulating in the blood. 
Analyses are regularly transmitted to external sensors which, in turn, 
transmit to the Cloud. 

6.27. The Internet of Things in the home 

The home is a place where we find a large number of very diverse 
sensors from different domains: ICT, telecommunications, medicine 
and electronics. For instance, we find Internet beds which have 
sensors that are able to detect all movements and speech during the 
night to aid in the diagnosis of sleep problems. Doors, household 
appliances, lightbulbs, security systems, etc., are, themselves, filled 
with increasing numbers of varied sensors. Another example is given 
by presence sensors, which detect whether or not a person is in a 
room, with a view to automatically turning the lights on or off. 
Overall, we expect to find around 100 sensors in every home by 
around 2020.  

There is a major struggle going on between household appliance 
manufacturers, to determine which type of connection technology all 
those sensors will use in the home. The base network uses Ethernet, 
cable or Wi-Fi. Hence, most devices can be connected directly using 
an Ethernet port or a Wi-Fi card. Bluetooth, 6 LowPAN, ZigBee and 
NFC are also in the running. A communications controller should be 
able to personalize all the connections and ensure they have adequate 
security, good availability, reasonable energy consumption and as low 
a cost as possible.  
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The issue stems from the new generation of Home Gateway, which 
raises the question of management of IP in the terminal machine. For 
television sets, telephones and other fairly important machines, the 
presence of an IP component poses no problem: this is what we find in 
IPTV or IP telephony. On the other hand, for a very cheap sensor or 
device, it is either impossible or too costly to introduce an 
IP component and have an intermediary machine such as a controller. 
The controller can also be integrated into the Home Gateway. HIP, 
described a little earlier, can be used to perform communications, 
firstly with the sensor, and secondly with the Home Gateway.  

In conclusion, the home contains a large number of “things” which 
it is possible to connect. Therefore, the Home Gateway is of prime 
importance, as it allows us – perhaps with a controller – to manage not 
only the communications, but also the security and quality of service 
of the “things” in the home. 

6.28. Conclusion 

5G is an environment that brings together numerous networks with 
different architectures and different protocols. This combination of 
technologies to form 5G is made possible by the arrival of the Cloud, 
Cloudlets, SDN (Software-Defined Networking) and SDR (Software-
Defined Radio). Its design ranges from D2D-type solutions to the 
connection of billions of more or less intelligent things. Virtualization 
plays an important role because, almost everywhere, there is a 
decoupling between the physical device and the control device, which 
is usually situated in a datacenter specialized for the application. 

The Internet of Things is becoming a reality thanks to RFID and 
sensors. However, we are still a long way from being able to 
completely integrate all these small devices, because they are not 
powerful enough to support TCP/IP, and yet they are rather energy-
hungry. In order to achieve this goal, we need to use very specific 
gateways, which can include the connected things on the one hand, 
and the Internet on the other. HIP could become the fundamental 
standard of this connection solution.
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Security 

Security is of prime importance for the networks of today, and will 
become even more crucial in tomorrow’s world. With the Internet, it 
is necessary to constantly be inventing new procedures to ensure the 
non-disclosure of numerous elements, such as the location, the names 
of the parties being authenticated, the semantics of the messages, 
private information, etc. Of the various possible solutions, we shall 
discuss two in detail: the use of secure elements and the Cloud of 
security. Whilst the first solution has been in use for a long time, the 
second is a new paradigm which is becoming increasingly widespread. 

Security in the world of networking is a paradigm which does not 
have a simple solution, besides making improvements to the existing 
algorithms, of which there are already a very great number, with a 
view to dealing with new attacks. Yet this chapter discusses a new 
solution in the world of security: the Cloud of security – i.e. a Cloud 
whose purpose is to secure the data and networks in the world of 
operators, companies and the general public. An initial diagram of a 
Cloud of security is shown in Figure 7.1. The Cloud of security 
contains numerous virtual machines for security such as authentication 
servers, authorization servers, identity management servers but also 
firewalls and even very specific firewalls corresponding to a particular 
application. We also sometimes find secure element servers which 
may contain thousands of SIM cards or HSMs (Hardware Security 
Modules). 

Software Networks: Virtualization, SDN, 5G and Security, First Edition. Guy Pujolle.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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solutions have imposed themselves on the market, depending on the 
requirements. For example, only the message headers can be fed back, 
which dramatically reduces the flows to be examined, but brings with 
it the risk of missing encapsulated bits. 

The second example is that of firewalls. Once again, the world of 
Cloud computing fundamentally changes these modules, deporting 
their software to datacenters with numerous advantages. The first 
advantage is to have specialized virtual firewalls for each application. 
With DPI, we detect the nature of the application and send the flow in 
question to the corresponding firewall. The firewall has processing 
capability to examine all details of the flow. The low-powered firewall 
dealing with all flows is replaced by a set of very powerful, 
specialized firewalls. The disadvantage relates to the flows, which 
need to be sent to the specialized firewall and must then be returned to 
the company, although there is the possible advantage of being able to 
hide firewalls in order to prevent denial-of-service attacks on them. 

The third example is a secure element server which, as we shall see 
in this chapter, can be used to secure access to sensitive services such 
as mobile payment. These secure-element servers can contain 
thousands, or even millions, of secure elements such as smartcards, 
which may be reached by secure channels requiring high-security 
services. 

Also, for inclusion in the Cloud of security, we could cite 
numerous servers such as authentication servers, identity management 
servers, encoding servers (although these have the peculiarity of 
having to be very near to the user), intrusion detection servers, etc. 

7.1. Secure element 

Strictly speaking, this chapter does not discuss security in the 
conventional sense at all, but rather a new generation which has 
gradually been being established over the past few years. This new 
generation uses secure elements as a basis. Indeed, high security 
cannot be satisfied simply by software, which can always be broken 
by a memory dump and good knowledge of the position of the keys 
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Besides the processor, the different types of memory are the main 
elements of the microcontroller. They serve to save programs and 
data. Smartcard microcontrollers are computers in their own right. 
They generally have between 1 and 8 Kb of RAM, between 64 and  
256 Kb of ROM and between 16 and 128 Kb of EEPROM. 

The amount of EEPROM available on a smartcard was, for a long 
time, limited by the fact that EEPROM was not designed specifically 
for smartcards, and that its physical limits of miniaturization had been 
achieved. Flash memory has enabled us to overcome this constraint. 
Thus, we have seen the emergence of the first smartcard prototypes 
with 1 Mb of persistent Flash memory. 

The protection of the smartcard is mainly taken care of by the 
operating system. The mode of physical routing for data access is only 
available after personalization of the card just before it is issued to the 
user. Data are accessed through a logical structure of files secured by 
access control mechanisms. 

The smartcard is widely used in mobile telephone networks (SIM 
cards), as are public key infrastructures (PKIs). This technology has 
enabled operators to exploit their network whilst greatly limiting the 
number of instances of fraud, thereby also ensuring financial viability. 
It is also the legal support for electronic signatures, as recognized by 
numerous countries. 

The EAP smartcard directly processes the EAP protocol in the 
smartcard. The main intended applications are EAP-SIM and EAP-
TLS. There are many advantages to an EAP-TLS protocol being 
executed on a smartcard. Firstly, authentication is independent of any 
given software publisher (e.g. Microsoft). In addition, the security 
provided is certainly better than with EAP-TLS carried out in software 
form by the processor of a personal computer, because it is always 
possible for spyware that has infected the PC to capture the keys. The 
advantage of smartcards is that all the computations are carried out in 
the card itself, and the smartcard only outputs an encrypted flow. The 
secret keys never leave the smartcard. 
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Schematically, an EAP card provides the following four services: 

– multiple-identity management: the card holder can use several 
wireless networks. Each of those networks requires an authentication 
triplet: EAP-ID (value delivered in the message EAP-
RESPONSE.IDENTITY), EAP-Type (type of authentication protocol 
supported by the network) and cryptographic credits – i.e. the set of 
keys or parameters used by a particular protocol (EAP-SIM, EAP-
TLS, MS-CHAP-V2, etc.). Each triplet is identified by a name (the 
identity), which can have multiple interpretations (SSID, account 
username, mnemonic, etc.); 

– assignment of an identity to the card: the card’s identity is 
contingent upon the host network. Internally, the card may possess 
several identities, and adapt to the network to which the PC and the 
smartcard are connected; 

– processing of EAP messages: as the smartcard possesses a 
processor and memory, it can execute code and process the EAP 
messages received and send such messages in response; 

– calculation of the unicast key: once the authentication session has 
been completed, the EAP tunnel can be used for the transmission of 
diverse types of information, such as keys or profiles. It is possible to 
transmit a session key, for example, and make it available to the 
terminal wishing to access the resources of the wireless network. 

Figure 7.3 illustrates an authentication procedure between an 
authentication server and an EAP smartcard. The flow of commands 
passes through the software programs on the PC – i.e. first the EAP 
software entity, which simply transmits the EAP packets to the 
RADIUS server, on the one hand, and to the smartcard, on the other – 
followed by the machine’s operating system, which handles the 
interface with the smartcard, and finally the IEEE 802.11 interface of 
the wireless link. 

To improve security, it is possible to insert chip cards on the server 
end as well, so that the EAP-TLS algorithm from the authentication 
server is also run on the chip card. With new chip cards that can store 
up to 1 Gb, it is possible to memorize the logs needed for traceability. 
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As we have seen, software security is not costly, but in general it is 
not very high level. It is often possible for a very good attacker to 
retrieve a copy and be able to find a certain number of keys. For this 
reason, it is usual to try and associate a hardware element with the 
keys. The other end of the security scale is to always have a hardware 
element to contain keys or important security elements, which can 
even facilitate the execution of algorithms within the safe box. An 
intermediary solution, which requires a certain amount of additional 
explanation, is available on the market today: the TEE (Trusted 
Execution Environment). 

The TEE is a secure zone within the main processor of a 
smartphone or tablet or any other mobile device, which ensures that 
sensitive data are stored, processed and protected in a confidential 
environment. The ability of the TEE to provide safe execution of the 
authorized security programs, known as “trusted applications”, means 
it can provide end-to-end security by imposing protection, 
confidentiality, integrity and access rights on the data. 

Smartphone manufacturers and chip manufacturers have developed 
versions of this technology and built them into their devices as part of 
their proprietary solution. Thus, application developers need to deal 
with the complexity of the secure creation and evaluation of the 
different versions of each application in order to conform to the 
different sets of specifications and security levels established by each 
individual proprietary solution. 

The first solution to use the TEE is to attach to it a local secure 
element such as a smartcard, which is found on numerous mobile 
terminals. The smartcard serves to accommodate the secure part of the 
applications. The difficulty is in installing several independent 
applications and being able to modify them, remove them and add 
new ones with a high level of security. For this purpose, the TSM 
solution was developed. We shall discuss this solution in the next 
section. 
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standards and data transfer to secure domains (SD) are defined by the 
industrial federation “GlobalPlatform”. All types of secure elements 
are handled. TSMs thus function as sorts of gateways between the 
different service providers and the end clients. 

The TSM infrastructure can also be used to make available and 
manage critical applications for security which are not based on NFC. 
Online authentication, as it is used in the context of online and mobile 
banking services, is an example of this. 

One of the challenges that needs to be overcome, in the context of 
the establishment of the NFC economic system, relates to the fact that 
the number of secure element providers, and therefore SEI TSM 
providers, is relatively limited, whereas the number of service 
providers is growing incessantly. If each service provider had its own 
TSM, the number of integrations and professional agreements 
required would simply explode. This is why there are now open SP 
TSMs which handle several service providers, interacting with most 
service provider TSMs on the market in question. Service providers 
have access to a broad range of secure elements, and can thus target 
most clients using smartphones, whilst secure element manufacturers 
devote less time and money to the integration of projects including SP 
TSMs. 

As the name indicates, both types of TSM must be trustworthy and, 
therefore, must satisfy the strictest security standards. This also 
underlies the implementation of quality processes, such as security 
measures integrated into the systems and the solutions – in particular, 
the storage of secure keys. This is critical for the applications involved 
in payment operations. Payment systems such as Visa or MasterCard 
thus require a rigorous TSM certification process. Because of these 
requirements in terms of security and savoir-faire in mobile 
technologies and payment technologies, TSMs, and particularly open 
SP TSMs, are usually run by a trusted intermediary. 

The general problems of the TSM system are as follows: 

– neutrality: the TSM must be independent of the issuer and the 
operator; 
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– scalability: the TSM must be able to handle all types of 
credentials for all applications (banks, badges, coupons, transport, 
etc.); 

– the TSM must be able to support all types of form factor such as 
SIM cards, “secure microcontrollers”, SD cards, eSEs, etc. 

The specific problems of the TSM are that: 

– the credentials must be isolated for each application from the 
same issuer and from each different issuer. A variety of options have 
been defined to create security domains (SD); 

– access to the SD is complex. In addition, there may be several 
secure elements, and it is complex to ensure access to the right secure 
element; 

– multi-tasking is another fairly complex characteristic. No one 
application should be allowed to obstruct another for too long, on all 
the security elements. In particular, we need to manage priorities 
between different issuers; 

– the use of SMS or BIP (TCP/IP) for the transport of the applets 
between the TSM and secure element is problematic. It leads to 
several problems, including OTA (Over The Air) security, and the 
creation of SDs in a highly-secure manner; 

– the process of installation of the applets must be common to all 
operators and all issuers; 

– there is a DAP (Data Authentication Pattern) mechanism, which 
enables the issuer to be sure that the installed applet has not been 
modified by the operator; 

– the problem of who is authorized to manage the SDs needs to be 
precisely defined; 

– the personalization of the applets in the SDs needs to be done 
with caution; 

– secure elements have a stringent limitation on the number of SDs. 
This is a major constraint for the number of NFC applications. 
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Figure 7.10 shows the security domains of the telecom operator, 
that of the TSM and those of the applications. All of this is complex to 
manage, and the rights to the SDs of the operator and of the TSM are 
imperfectly defined. 

 

Figure 7.10. The security domains 

7.5. Solution without a TSM 

A solution without a TSM has been developed by some companies, 
including Google and EtherTrust. This solution entails deporting the 
secure elements to servers which can be controlled by the service 
providers (banks, companies, etc.) or by a security grid provider. 

With this solution, all the shortcomings of the current 
implementation of TSM are eliminated. However, a new constraint is 
introduced, replacing the drawbacks of TSM: the mobile device must 
constantly be connected. This solution is represented in Figure 7.11. 
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payment cards can be distributed in real time without having to 
change the software on the smartphone or tablet. 

HCE technology facilitates information transfer across an NFC 
interface between the NFC component and a remote secure element 
which can be treated as local. HCE requires the NFC protocol to 
channel the data to smartphone’s operating system instead of to a 
secure element such as a local smartcard based on hardware 
configured specifically to respond only as a card, with no other 
functions.  

Android 4.4 and later from Google uses HCE which allows an 
NFC interface to communicate with the terminal’s operating system. 
Google introduced this platform to carry out secure NFC transactions 
for payments, loyalty programs, access to external cards and other 
personalized services. With HCE, any application on an Android 4.4 
and later device can emulate an NFC smartcard, enabling users to 
initiate transactions with an application of their choice. The 
applications can also use a new type of reader, to act as a reader of 
HCE cards and other NFC devices. 

7.7. Securing solutions 

Having described TEE, TSM and HCE, we can now go on to 
describe the different effective solutions in terms of access security 
using secure elements. There are two opposing solutions: the local 
solution, with a secure element in the terminal or connected directly to 
it, and the delocalized solution, which is based on virtualized secure 
elements. 

Figure 7.12 illustrates the first solution, whereby a secure element 
must be available locally. That secure element could be a SIM card 
from a telecom operator, the inbuilt secure element from the 
manufacturer that made the terminal, a secure element hosted  
on an SD card and inserted into the reader of the mobile terminal, or 
even an external secure element, communicating with the mobile via 
an NFC interface, for example. These different solutions developed  
 

http://freepdf-books.com



20

gr
th
be
sm
to
by
ex

ab
in
nu
di
ad

ad
el
An
in

co

06     Software N

reatly betwee
he only soluti
een able to m
martphones, 
o employ this
y Gemalto, 
xample – as i

F

This soluti
ble to carry o
n the section
umber of pro
ifficulty of c
dded. 

The secon
dvantageous 
ement. This 
ndroid’s HC

ndicated in Fi

With the a
onnected to a

Networks 

en 2010 and
ion, before th
make enough
tablets and p

s solution. Th
or an inbu

is the case in

Figure 7.12. S

ion is easy t
out commun
n on TSM –
ograms that c
configuring 

d major sol
if we want
solution has

CE. Before, th
igure 7.13. 

advent of H
an external se

d 2015, beca
he arrival of
h of a name 
portable elec
he secure ele
uilt secure e
n Apple’s late

Securing by lo

to implemen
ications loca
– namely th
can be embed
the secure e

lution is the
t high secur
s become po
he solution u

HCE, the NF
ecure elemen

use they rep
f HCE. Manu
for themselv

ctronics have
ement is a sm
element – m
est smartpho

ocal secure ele

nt, with the 
ally, but the 
he significan
dded in a sec
element whe

e “remote sm
rity, effectiv
ossible becau
used was alw

FC compone
nt, as indicat

presented pra
ufacturers wh
ves in the m
e, of course,

martcard, ofte
made by N

ones. 

ements 

advantage o
disadvantage
nt limitation
cure element 
en a new se

martcard”, w
vely using a
use of the ar

ways the first 

ent can be 
ed in Figure 

actically 
ho have 

market of 
 chosen 
en made 

NXP for  

 

of being 
es listed 

n of the 
and the 

ervice is 

which is 
a secure 
rrival of 
type, as 

directly 
7.14. 

http://freepdf-books.com



Figure 

Figure 

Befo
present

7.13. Securin

7.14. Securing

fore giving a
ting example

ng using extern

g using externa

a more deta
es of its ope

nal secure ele

al secure elem

ailed descrip
eration with 

ements before 

ments with Andr

ption of this
classic appl

Security     2

 

the Android 4

roid 4.4 and lat

s solution a
ications, let 

207 

4.4 

 

ter 

and 
us 

http://freepdf-books.com



208     Software Networks 

look at how confidential communication takes place between the 
mobile terminal and, say, an Internet-based trader. This relationship is 
illustrated in Figure 7.15. 

 

Figure 7.15. Securing by a Cloud of secure elements 

Communication takes place between the mobile terminal and the 
secure element, which is in the Cloud of security. This communication 
takes place after the opening of a secure tunnel once contact has been 
established with the SSL/TLS protocol. Once this communication has 
been completed, the secure element always connects with the trader 
through a secure channel which is opened between the secure element 
and the retailer’s site. Purchases can then be made perfectly securely. 
Once the purchase has been made, control is passed back to the 
mobile terminal, which is able to retrieve the bought music or video 
or, indirectly, any type of purchase. The secure element may be in a 
Cloud of secure elements, but also in an HSM (Hardware Security 
Module) which plays the same role, but the client still needs to trust 
that device. It is for this reason that Clouds of secure elements are still 
the most likely solution to develop, because secure elements – e.g. 
smartcards – may actually be held by the user, who will therefore have 
a high level of trust in that system. 
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One initial advantage of this solution using a virtualized or 
decentralized smartcard is the possibility of assigning to a particular 
user not just one smartcard but however many s/he actually needs. The 
client can have multiple banks, multiple key managers, and multiple 
security service providers. A security service provider can quite easily 
carve out a niche in this market by setting up its own secure-element 
server or hosting secure elements with a Cloud-of-security provider. 
This property is illustrated in Figure 7.16. 

 

Figure 7.16. Advantages of the external solution 

To be complete, the environment must have its own secure-element 
management system. For this purpose, a simple solution is offered by 
the Global Platform consortium, involving adding an administration 
center which can, itself, be perfectly well virtualized. Figure 7.17 
shows the environment, complete with its administration server. 
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8.1. Accelerators 

One initial solution to speed up the computation of software is 
represented by accelerators. Many different types of performance 
accelerators are already on the market, including DPDK (Data Plane 
Development Kit). The DPDK environment is a collection of data 
plane libraries and network interface drivers which accelerate 
communications. Real migrations of virtual machines – i.e. the actual 
transport of all the software associated with a virtual machine, from 
one physical machine to another – can be done in the space of a few 
milliseconds. 

The purpose of DPDK, as we have seen, is to create a set of 
libraries for environments made up of software which are designed to 
perform specific functions, requiring large amounts of computation 
power. This type of software is found in the context of virtualization 
for signal-processing applications or multimedia protocol 
management. In particular, this solution applies in the networking 
domain by way of an additional: the EAL (Environment Abstraction 
Layer). The EAL masks the peculiarities of the environment, by 
presenting a programming interface to libraries, interfaces, hardware 
accelerators and operating-system elements such as Linux or 
FreeBSD. Once the EAL has been created for a specific environment, 
developers string together the libraries and interfaces to create their 
own applications. For example, the EAL can provide a standard 
framework to handle Linux, FreeBSD, Intel IA 32- or 64-bit, or IBM 
Power8. 

The EAL also provides additional services, such as temporal 
references, access to the PCIe bus, tracking functions, debugging 
solutions and alarm functions. Finally, the DPDK environment 
implements a model with very little overhead, which helps to obtain 
excellent performance in terms of the data plane. The environment 
also enables us to access the different nodes by eliminating the 
computation overheads, leading to rather impressive accelerations 
which are achieved by way of fairly simple processes. 

The DPDK environment also includes examples which 
demonstrate best practices for software architectures, tips for the 
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design of data structures and storage, tuning of applications and 
advice on how to overcome the performance deficits of different 
solutions for network deployment. 

DPDK is one of the best examples of accelerators to compensate 
for the deficient performance of processors running software which 
needs to achieve performances compatible with its function. There are 
other types of accelerators, which can be seen as being intermediary 
between entirely software-based solutions and purely hardware 
solutions. However, the advent of increasingly-powerful 
reconfigurable microprocessors certainly represents the future of 
concretization far better. 

8.2. A reconfigurable microprocessor 

A reconfigurable microprocessor is a microprocessor with erasable 
hardware that can be rewired dynamically. This enables the chip to 
adapt effectively to the programming tasks required by a particular 
piece of software. For example, the reconfigurable processor can be 
transformed from a video card to a graphics card – both of them being 
optimized to enable the applications to run at the highest possible 
speed. We can say that they are bespoke processors. In practical terms, 
this ability results in a high degree of flexibility in terms of the chip’s 
functions. For example, a single chip could be used simultaneously for 
a camera, a tape player, a signal processor, a router and a firewall. We 
need only load the desired software and the processor is reconfigured 
automatically to optimize the performances necessary for the 
programmed function. 

Several types of reconfigurable processors are available on the 
market. First of all, there are DSPs (Digital Signal Processors), which 
exhibit excellent performance. DSPs are programmable chips used in 
cellphones, automobiles and many music- and video players. Another 
version of reconfigurable microprocessors has programmable memory 
matrices which perform hardware functions using software tools. 
These microprocessors are more flexible than specialized DSPs, but 
are also slower and more expensive. Hardwired chips are oldest, least 
expensive and fastest, but unfortunately the least flexible. A DSP is 
illustrated in Figure 8.2. 
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logical function. However, this solution is costly in terms of 
performance, and is not able to deliver all the desired orders of 
magnitude of performance, for certain computational components in 
networks. In addition, the reconfiguration time is too long to  
handle several real-time processes on the same reconfigurable 
processor. 

In the case of coarse grains, it is no longer possible to perform all 
functions directly. The elements form operators, which can directly be 
used for the necessary operations in signal processing or multimedia 
protocols. These operators can be reconfigured much more quickly, 
because they are limited in terms of the number of functions that the 
component itself can perform. 

More specifically, the granularity of the reconfigurable element is 
defined as the size of the smallest basic block – the CLB 
(Configurable Logic Block) – which can be included in the string of 
functions to be performed. A high degree of granularity – i.e. fine 
granularity – means great flexibility to implement the algorithms 
using hardware. We can implement almost any type of function. We 
use fine grains to carry out particular functions or test new algorithms, 
before moving on to coarser grains. The difficulties facing  
fine-grained circuits include the higher power requirement and the 
slower execution speed, due to the path to be followed, which is 
generally quite long. Reconfiguration may also require a lot of time in 
comparison with the time-periods necessary to maintain a real-time 
process. On the other hand, coarse grains have much shorter chain 
paths and lend themselves more easily to real-time applications. 

Of course, it is important that the computation of a function 
correspond as closely as possible to the path followed. If the 
granularity is too coarse, there is a risk that the component will take 
more time than is necessary – in other words, poor use coupled with 
higher consumption. For example, an addition on four bits performed 
on a component with a granularity of sixteen bits degrades 
performance, as significantly more resources are consumed. 

The idea to find the best compromise is to make matrices of 
coarse-grained elements mixed with fine-grained elements. We can 
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obtain such an arrangement on a single chip with rDPAs 
(reconfigurable Datapath Arrays) and FPGAs. 

Matrix architectures combining rDPA and FPGA must be 
optimized so that the path taken between the different elements is as 
short as possible. If the architecture is not appropriate, we 
immediately see a significant loss of efficiency, but this is not 
necessarily a major problem, if the overall circuit serves numerous, 
very different algorithms. In fact, the best scenario is to know, in 
advance, which algorithms will be executed on the circuit, with a view 
to being able to optimize the logic elements, the memory and the path 
that is followed. FPGAs are generally too fine-grained to be highly 
efficient in terms of performance, and they need to be substituted with 
coarser-grained elements that are better suited to the purposes of the 
reconfigurable microprocessor. 

Reconfiguration can take place when the circuit is engaged, 
between two phases of execution, or even during the execution  
of a process. Circuits which work at the bit level, such as FPGAs, 
require a lot of time for reconfiguration, which is carried out by way 
of a bitstream that is fairly complex in relation to coarse-grained 
architectures, which require a much shorter binary stream, with much 
quicker establishment. In fact, most reprogrammable cards have 
partial reconfigurations that facilitate the execution of a function 
whilst another part of the microprocessor continues to execute a 
function. 

Reconfigurable element matrices seem to represent the best 
compromise between fine- and coarse-grained architectures, bringing 
together enough circuits to find optimal chain paths. To control  
this collection of circuits, a host processor is needed. The host needs 
to be powerful to determine which algorithms to use to compute  
the chain. Overall, the flexibility of the architecture hinges on  
the path taken to interconnect the gates. Thus, the path to be 
determined is of prime importance in carrying out complex functions, 
such as those found in certain protocol- or signal processing 
operations. 
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handling bespoke software. We also find ASICs, capable of handling 
very particular real-time processes, such as signal-processing. Finally, 
there are also a fairly large number of reconfigurable processors, so that 
the necessary reconfigurations do not interfere with the processes 
occurring in the node. 

These new morphware networks are illustrated in Figure 8.10. 
They represent a new generation, primarily based on reconfigurable 
processors. This position means they can be used as intermediaries 
between physical networks and software networks. 

 

Figure 8.10. Morphware network. For a color version of the figure, see 
www.iste.co.uk/pujolle/software.zip 

In conclusion to this chapter, we have examined the question of 
how to improve the performance of software networks, whose power 
is lower than that of hardware networks. With a view to preserving the 
flexibility and agility of software networks but with the power of 
hardware networks, concretization is becoming a hugely important 
process. By concretization, we are able to obtain networks which are 
perfectly suited to the services and applications needing to be served. 

8.4. Conclusion 

This chapter looks at the likely developments in the longer term, 
with concretization and networks that mutate to suit the clients’ needs. 
There are numerous problems that need to be solved, and new ideas 
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have been put forward, including the creation of a software network 
every time a connection request is made. Whilst such networks cannot 
be implemented on a true scale today, there is no reason to think that 
the same will be true in a few years’ time. Hence, rapid reconfigurable 
processors would represent an excellent solution. 
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Conclusion 

The networks of the future will be completely virtualized in 
physical infrastructures – essentially datacenters of varying sizes. 
Very small datacenters will be located on the periphery of  
the network, near to the user. This physical infrastructure will be 
used to support software networks that are tailored to the clients’ 
needs and to those of the applications for which they were 
generated. The agility of these networks is the main differencewith 
previous-generation networks: it is possible to replace a network in 
a few minutes, or even a few seconds, and by using automation, in 
a few milliseconds. 

However, it is important to note the difficulties that could arise 
from this new generation of networks: the complexity of managing 
the different networks and the security of the whole system. 
Indeed, for reasons of isolation, management cannot be shared,  
for fear that one network will be intermingled with another. 
Security is also a major issue, because of the increased complexity 
of the architecture and the diversity of the networks. The Cloud of 
security is a promising new paradigm, but it does not solve all the 
problems. 

Overall, this new generation of technologies is based on the 
Cloud, and on virtualization, as is indicated by Figure C.1,  
which also shows the overlap with migration, NFV and Cloud of 
security. 
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Finally, there is a new paradigm in the area of security, with a 
certain virtualization of secure elements, but this is more a question of 
delocalization of the secure element than of actual virtualization in the 
truest sense of the word. 
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